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Foreword

Since their discovery, CRISPR-based systems have fundamentally transformed our ability to manipulate 
genomes. When combined with stem cells, these gene-editing tools also have the power to reshape 
our understanding of human genetics, developmental biology, and regenerative medicine. The reviews 
and research in this edition of Cell Press Selections, on gene editing in stem cells, offer a snapshot of 
the latest advances in this rapidly evolving field.

As CRISPR/Cas9 systems, next-generation genome sequencing, and stem cell technologies have 
matured, so too have the possibilities for their combined use. CRISPR-based platforms have already 
been successfully applied in stem cells to address basic questions about human biology and produce 
experimental tools for disease modeling and drug discovery. Looking forward, it seems inevitable that 
applications of CRISPR technologies will continue to expand their reach, with the first CRISPR-based 
stem cell therapies already entering clinical testing. The articles compiled in this reprint collection 
showcase the current progress in these areas, from new CRISPR-based stem cell platforms for 
disease modeling and therapeutic development to alternative approaches for using CRISPR as a cell 
biology tool. 

These articles represent only a small portion of the exciting research Cell Press has published and will 
publish on gene editing in stem cells, and we hope you’ll visit www.cell.com on a regular basis to keep 
up with the latest stem cell and genome-editing news.

Finally, we are grateful for the support of OriGene, who helped to make the publication of this collection 
possible.

Sheila Chari
Senior Scientific Editor, Cell Stem Cell

For more information about 
Cell Press Selections:

Jonathan Christison
Program Director
jchristison@cell.com
617-397-2893

http://www.cell.com/
mailto:jchristison@cell.com
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It is extremely rare for a single experiment to be so impactful and timely that it shapes and forecasts the ex-
periments of the next decade. Here, we review how two such experiments—the generation of human induced
pluripotent stem cells (iPSCs) and the development of CRISPR/Cas9 technology—have fundamentally re-
shaped our approach to biomedical research, stem cell biology, and human genetics. We will also highlight
the previous knowledge that iPSC and CRISPR/Cas9 technologies were built on as this groundwork demon-
strated the need for solutions and the benefits that these technologies provided and set the stage for their
success.

Reprogramming: ‘‘The Yamanaka Experiment’’
Ten years ago Takahashi and Yamanaka reported on the ‘‘Induc-

tion of Pluripotent Stem Cells from Mouse Embryonic and Adult

Fibroblast Cultures by Defined Factors’’ (Takahashi and Yama-

naka, 2006). The hypothesis of this work was daring and stated

that a small set of transcription factors, when ectopically ex-

pressed in a somatic cell, can reprogram it back into a pluripo-

tent state. Retrospectively, the simplicity of the experiments

that Yamanaka and colleagues used to test this hypothesis

was beautiful: take a set of 24 candidate genes, selected mostly

for their high and specific expression in pluripotent cells, and

simultaneously express them in differentiated cells using inte-

grating retroviruses. Identify cells that induced pluripotency via

a selectable marker gene that is not expressed in somatic cells,

but is preferentially activated in pluripotent cells. Next, narrow

down the cocktail of genes to the minimal set of reprogramming

factors (Klf4, Sox2, Oct4, and Myc, a.k.a. KSOM) by the process

of elimination. Lastly, demonstrate that the resulting induced

pluripotent cells have all the key features of their embryonic

stem cell (ECS) counterparts, such as a stem cell-like expression

profile, the ability to give rise to differentiated cells in teratoma

formation assays, and their contribution to tissues in chimeric

mice after blastocyst injections (Takahashi and Yamanaka,

2006).

These experiments had an immediate impact. They came at

a time when the potential of pluripotent stem cells (PSCs) in

research applications and regenerative medicine had widely

been appreciated (Rideout et al., 2002) (Figure 1), but technical

and ethical limitations presented a challenge that severely

impeded major progress toward realizing their full potential. De-

cades before the study by Yamanaka, John Gurdon (Gurdon,

1962, 1963) had demonstrated that the epigenetic profile of a

fully differentiated cell can be reprogrammed to a pluripotent

state. From a set of key experiments Gurdon demonstrated

that a nucleus taken from a differentiated frog cell and injected

into an enucleated oocyte can give rise to a fully developed

frog. This experiment illustrated that during differentiation no

essential genetic material is lost and that the epigenetic changes

that drive cellular differentiation can be reprogrammed to totipo-

tency. Decades later, the cloning of the sheep ‘‘Dolly’’ also by so-

matic cell nuclear transfer (SCNT) demonstrated that Gurdon’s

finding extended to mammals as well (Campbell et al., 1996).

SCNT and cell fusion experiments gave two additional insights

that set the stage for the Yamanaka experiment. First, they

demonstrated that the cytoplasm of an oocyte or an ESC

contained diffusible transacting factors capable of reprogram-

ming a somatic nucleus (reviewed in Ambrosi and Rasmussen,

2005). Second, successful derivation of mice by SCNT with

nuclei of B cells as a donor, which had undergone VDJ-recombi-

nation, provided genetic evidence that terminally differenti-

ated cells can be reprogrammed (Hochedlinger and Jaenisch,

2002). Thoughmore challenging, SCNT was eventually success-

ful in reprogramming human cells into human ESCs (hESCs) in

2014 (Yamada et al., 2014). While these experiments spoke for

the possibility of cellular reprogramming, they also suggested

highly sophisticated machinery and a complex biological pro-

cess, making the success of the basic Yamanaka experimental

approach even more astounding. Even today, the gradual pace

of transcription-factor-mediated reprogramming remains one

of the most fascinating facets of the Yamanaka experiment:

epigenetic changes after fertilization as well as reprogramming

by SCNT occur within a few hours, while reprogramming by

the Yamanaka experiment requires significantly more time,

generally several days and multiple cell divisions. Yet, both pro-

cesses result in a functionally equivalent cellular pluripotent state

in in vitro cultures that is capable of forming an entirely new

organism.

Around the same time as the first mammalian SCNT efforts,

James Thomson derived the first hESC lines (Thomson et al.,

1998). He used a very similar strategy that had proven successful

for Evans and Martin (Evans and Kaufman, 1981; Martin, 1981),

culturing the inner cell mass outgrowth of explanted blastocysts.

However, it is interesting to note that human and mouse ESC

(mESC) maintenance require distinct signaling networks and

culture conditions. LIF/Stat3 is required for maintaining the un-

differentiated state in mESCs and BMP4 can inhibit the MEK/

ERK differentiation pathway resulting in mESC self-renewal. In

contrast hESCs and hiPSCs do not require hLIF, and mainte-

nance of pluripotency seems to rely mostly on FGF and MEK/

ERK signaling, indicating species-specific requirements for

culturing pluripotent cells. It seems likely that this difference

can be attributed to a difference in the developmental stage
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that is captured in vitro from the outgrowth of the inner cell mass,

where hPSCs cultured under standard conditions represent

a later epiblast-like pluripotent state (Brons et al., 2007; Tesar

et al., 2007; Theunissen et al., 2014) (reviewed in Nichols and

Smith, 2009).

Proof-of-concept experiments with cells differentiated from

hESCs suggested that PSCs could be a source for cell replace-

ment transplantation therapies and could provide a model

system to understand early human development and cellular dif-

ferentiation. However, ethical concerns, limited access to em-

bryos, and the possibility of immune rejection were roadblocks

that impeded the promise of hESCs.

In 2006 the ‘‘Yamanaka experiments’’ made the ethical debate

about PSC research largely obsolete, as they established a

robust method to derive human pluripotent cells without the

use of human embryos. Furthermore iPSC technology promised

to solve complications that were anticipated from immune rejec-

tions of heterologous hESC-derived tissues, as it would allow the

generation of patient-specific autologous pluripotent cells and

derived tissue. The race to perform the key functional follow-

up experiments began immediately. For the mouse system it

was essential to establish that iPSCs could pass the most strin-

gent test for pluripotency: germline transmission (Maherali et al.,

2007; Okita et al., 2007; Wernig et al., 2007) and tetraploid

complementation (Kang et al., 2009; Zhao et al., 2009).

For the human system the initial question was whether the

same set of factors capable of reprogramming mouse cells

would also work for human cells (Takahashi et al., 2007). Yama-

naka and Takahashi quickly demonstrated that their factors also

worked in human cells (Takahashi et al., 2007). However, addi-

tional experiments over that last 10 years in mouse and human

cells also revealed that other sets of transcription factor combi-

nations can be equally potent in reprogramming cells to a plurip-

otent state, providing valuable insights into the transcriptional

pluripotency networks and how cells establish pluripotency

(Buganim et al., 2012; Apostolou and Hochedlinger, 2013; Park

et al., 2008; Takahashi and Yamanaka, 2015; Yu et al., 2007).

For the anticipated clinical application of iPSCs, it was impor-

tant to demonstrate that reprogramming could be achieved

without stably integrating the KSOM factors into the genome of

the somatic cell. Such factor-free iPSCswere generated by inde-

pendentmethods such as the excision of reprogramming factors

using the Cre/LoxP (Soldner et al., 2009) or the piggyBac system

(Kaji et al., 2009; Woltjen et al., 2009) by avoiding integration of

the reprogramming factors altogether by using non-integrating

viruses (Fusaki et al., 2009), episomal vectors (Yu et al., 2009),

or direct transfection of the reprogramming factors as either

mRNA (Warren et al., 2010) or protein (Kim et al., 2009). Initially,

human cell reprogramming was quite inefficient compared to

mouse cells, and thus several technical improvements were

made to optimize hiPSC reprogramming protocols, culture con-

ditions, and iPSC characterization procedures to test for the

pluripotency of newly isolated iPSCs. Eventually, these optimiza-

tions made iPSC technology increasingly more accessible to

laboratories without previous stem cell experience and are

now so streamlined that iPSC derivation, maintenance, and dif-

ferentiation are widely used research tools in all aspects of

biomedical research. In addition, efficient and robust reprogram-

ming techniques provided insight into the mechanistic steps of

reprogramming and the order of events involved in reverting

the epigenome from a differentiated to a pluripotent state.

A detailed understanding of the forces at work is necessary to

answer the key questions of whether the reprogramming of hu-

man cells results in a cell state that is equivalent to hESCs or

whether iPSCs retain to some extent an epigenetic memory

(Kim et al., 2010; Polo et al., 2010). For example, do iPSCs

derived from liver cells retain some characteristics of liver cells

and do they preferentially differentiate into liver tissue relative

to other cell types? Tetraploid complementation and germline

transmission experiments gave the clear answers that mouse

iPSCs were fully reprogrammed to pluripotency. However these

tests are not available for hiPSCs. Moreover, it is not clear to

what extent the mouse iPSC’s epigenome is reset during the re-

programming process and how much of the resetting occurs

in vivo or when the cells pass through the germline. It is not sur-

prising that early cellular stages of the reprogramming process

will show epigenetic differences, yet all these differences even-

tually will converge on the same pluripotent cell state as ESCs.

Thus, it is interesting to further examine the level and func-

tional relevance of epigenetic memory; yet it seems that such

Figure 1. Overview of the iPSC Technology
Patient cells can be reprogrammed into iPSCs using optimized reprogram-
ming protocols that involve small molecules, microRNAs, and combinations of
reprogramming factors. iPSCs can be differentiated into somatic cells that
could be used either in transplantation therapies or alternatively to model
human diseases.
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epigenetic differences in cellular state are at best small and over-

shadowed by differences caused by the reprogramingmethod of

choice, cell selection during propagation, culture conditions, and

more importantly genetic background of the parental somatic

cell (Guenther et al., 2010; Kyttälä et al., 2016; Rouhani et al.,

2014). For example, it has been demonstrated that the epige-

netic memory, i.e. epigenetic characteristics reflecting the state

of the donor cells seen initially in the iPSCs, is lost upon pro-

longed cell passages, suggesting that this donor-cell-specific

memory may be of little functional relevance (Polo et al., 2010).

Themost attractive application of the iPSC technology is that it

allows the isolation of patient-derived cells that carry all genetic

alterations that cause the particular disease. Thus, these cells

provide an experimental system to study pathogenesis of the

disease in an in vitro system and to possibly devise therapeutic

strategies (Robinton and Daley, 2012). Importantly, the iPSC

technology allows comparison of the neuroanatomical features

and physiology of the iPSCs to the clinical features of the donor

patient.

The Power and Limitations of iPSCs
In addition to the prospect of future iPSC-based cell replacement

therapies, the ability to derive iPSCs from patients’ cells had a

striking effect on human disease modeling. Some of the most

remarkable advances were made in diseases such as neurode-

generative diseases that are only partially recapitulated in animal

models. Here, iPSC technology was particularly transformative,

as it made it possible to study the effects of familial monoallelic

diseases as well as complex idiopathic diseases in the context

of patient-derived neurons and tissue, systems that were previ-

ously not readily available for experimental investigation. For

example, studying dopaminergic neurons differentiated from

Parkinson patient-derived iPSCs yielded insights into the

molecular causes of the disease and the identification of cellular

stressors that might exacerbate the phenotype (Soldner et al.,

2011;Soldner andJaenisch, 2012);. Asa result of suchadvances,

iPSC-based and primary tissue culture systems have largely

replaced previous experimental systems that studied human ge-

netic diseases using overexpression studies in cancer cell lines.

Indeed, the number of human diseases modeled in culture using

patient-derived iPSCs (‘‘disease in the dish’’) is growing rapidly

(summarized in Avior et al., 2016; Sterneckert et al., 2014).

While the approach of studying human disease in the disease-

relevant cell type resulted in many success stories and insights,

several challenges of iPSC disease modeling quickly became

apparent. For one, it became evident that many protocols that

were developed for the differentiation of hPSCs into functional

tissue resulted in embryonic rather than adult human cell types

(Bedada et al., 2015; Forster et al., 2014; Hrvatin et al., 2014;

Spence et al., 2011; Takebe et al., 2013). This observation might

not pose a problem for studies that aim to recapitulate cell-

autonomous defects of developmental diseases that likely will

become apparent after a few weeks of in vitro differentiation.

However, iPSC differentiation experiments that aim to under-

stand human disease and pathologies within the context of the

adult or as a function of human aging suffer from a lack of cellular

maturity as well as a relatively short time span limited by culture

conditions. One approach to increase the maturity of in vitro cell

systems and to mimic cellular aging is to expose these cells to

stressors that are associated with aging (Miller et al., 2013;

Studer et al., 2015). Significant progress has also been made

to current strategies of investigating cell non-autonomous bio-

logical problems, including the development of co-culture exper-

iments and protocols to differentiate hPSCs into tissue stem

cells and organoid cultures. Organoid cultures are small func-

tional tissue units composed of several distinct cell types that

can be maintained and used to recapitulate features of tissues

rather than that of individual cell types in vitro (Lancaster et al.,

2013; Sato et al., 2011; Sato et al., 2009) (reviewed in Lancaster

and Knoblich, 2014; Sato and Clevers, 2013).

An important and often ignored challenge of iPSC technology

is the variability between individual iPSC lines in their potential to

differentiate into functional cells of a given lineage. This variation

between cell lines is unpredictable andmostly caused by genetic

background differences as well as the reprogramming history of

a given cell line. Thus, in efforts to model a disease, detection of

small phenotypic differences between cells differentiated from a

patient or control iPSCs may not reveal a disease-relevant

phenotypic difference but rather reflect the system’s immanent

variation between individual iPSC lines (Soldner and Jaenisch,

2012). The generation of isogenic pairs of disease-specific and

control iPSCs that differ exclusively at the disease-causing

mutation has been used to control for the variation and has led

to defining subtle disease-relevant differences in monogenic

diseases (Soldner et al., 2011). The problem is, however, exacer-

bated when studying more clinically important sporadic or poly-

genic diseases where low-effect-size, disease-causing loci are

defined by genome-wide association studies (GWASs). Since

phenotypic differences would be expected to be small, the use

of isogenic pairs of disease-specific and control cells would be

even more important. Finally, ongoing efforts to learn about hu-

man genetic variation by studying dozens or even hundreds of

iPSC lines derived from healthy donors may give little interpret-

able information because of the unpredictable system-inherent

phenotypic variability between individual iPSC lines (differing in

millions of SNPs within each genome) and experimental varia-

tions in their differentiation. Making isogenic iPSC controls by

genome editing that differ only in a single or a few SNPs could

reduce variations due to genomic variability.

The challenge associated with the genetic variability of hPSCs

is compounded by another remarkable difference between

mouse and human PSCs: the striking resilience of hPSCs to con-

ventional gene targeting approaches. This dearth of genetic con-

trol in hPSCs prevented genetic experiments that were consid-

ered standard in mESCs. Nevertheless conventional gene

targeting has been accomplished in hPSCs (Zwaka and Thom-

son, 2003). Protocols for conventional gene targeting have

been optimized to modify hPSCs (Costa et al., 2007; Davis

et al., 2008a; Irion et al., 2007; Ruby and Zheng, 2009) and

have been successfully used to establish hPSC models for hu-

man disease such as Lesch-Nyhan syndrome (Urbach et al.,

2004). Moreover, this approach has been used to correct the dis-

ease-causing mutation with ornithine-d-aminotranferase that is

mutated in patients with gyrate atrophy (Howden et al., 2011)

or to alter the amount of disease-causing CAG repeat expan-

sions in the huntingtin gene of patient-specific iPSCs (An et al.,

2012). Furthermore, these protocols have been used to generate

linage reporters for genes such as MIXL and Olig2 to study cell
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fate decision of differentiating human stem cells (Davis et al.,

2008b; Xue et al., 2009). Overall, however, these approaches

are very time consuming, as they generally require the genera-

tion of large targeting constructs and even then are very inef-

ficient and in many cases not successful. It appears that

cell-intrinsic features such as low homologous recombination

and single-cell survival rates make conventional genome modifi-

cation as described by Capecchi and Smithies for mESCs

(Doetschman et al., 1987; Thomas and Capecchi, 1987) very

inefficient in hPSCs.

Both of these challenges have been overcome: the develop-

ment of the Rho-kinase inhibitor Y-27632 to suppress anoikis

during the disaggregation of hPSC colonies dramatically

increased single-cell survival of hPSCs (Watanabe et al., 2007),

and the low frequency of spontaneous homology-mediated

gene targeting in hPSCs was dramatically increased through

the development of site-specific nucleases (SSNs) as a tool for

their genetic engineering (reviewed in Carroll, 2014; Hsu et al.,

2014; Urnov et al., 2010).

Genome Editing BC (Before CRISPR/Cas9)
The development of SSNs as research tools parallels the devel-

opment of iPSCs: key experiments uncovered the biological

principles and highlight how a generalized platform for genome

editing would advance basic and biomedical research. Repur-

posing of the CRISPR/Cas9 system as an engineered SSN

removed the impediments that limited the full potential of

genome editing by providing this general platform.

Key experiments more than 15 years ago in mammalian cells

demonstrated that a double-strand break (DSB) generated by

an SSN at a defined genomic site can be repaired either by

the endogenous homology-mediated repair machinery using

an exogenous provided repair template or by the error-prone

non-homologous end joining (NHEJ)-DNA repair pathway (Rouet

et al., 1994a, 1994b). The crucial observation made during these

experiments was that a DSB increased the rate of homology-

mediated genomic changes at the break site by several orders

of magnitude compared to conditions in which only an exoge-

nous repair template was provided without the induction of a

DSB. Importantly, this principle of employing a DSB to facilitate

DNA-repair mediated editing of genomes proved to be almost

universal and applies to hPSCs as well as other systems such

as Caenorhabditis elegans (Morton et al., 2006; Wood et al.,

2011) and Drosophila melanogaster (Beumer et al., 2008; Bibi-

kova et al., 2002, 2003), which are similarly resilient to conven-

tional gene-targeting strategies as hPSCs are.

Already in 2005, Urnov et al. demonstrated that engineered

zinc finger nucleases (ZFNs) can serve as a designer SSN to cor-

rect X-linked SCID disease-relevant mutations in patient-spe-

cific cells (Urnov et al., 2005). It was this study that coined the

term ‘‘genome editing.’’ Ten years later the first clinical trials

based on this ZFN technological platform are underway to

disrupt CCR5 in T cells to treat HIV patients (Tebas et al., 2014).

Based on these pioneering experiments, we and others imple-

mented the use of SSNs such as ZFNs and transcription acti-

vator-like effector nucleases (TALENs) to engineer hPSCs

(DeKelver et al., 2010; Hockemeyer and Jaenisch, 2010; Hocke-

meyer et al., 2009, 2011; Lombardo et al., 2007; Sexton et al.,

2014; Soldner et al., 2011; Zou et al., 2009). These experiments

provided proof of principle for SSN-mediated gene knockouts,

for the insertion of transgenes into expressed and non-ex-

pressed genes to generate cell-type-specific lineage reporters,

for the overexpression of transgenes from genetically defined

loci, and for the insertion or repair of disease-relevant point mu-

tations in hPSCs (Figure 2).

The technical advances that established genetic control in

hPSCs proved to be highly synergistic with the development of

iPSC technology. Genome editing in hPSCs overcame the issue

of enormous genetic background variability inherent in iPSC-

based disease models. Independent proof-of-concept studies

demonstrated that SSNs can be used to repair or introduce dis-

ease-relevant mutations in hPSCs (Soldner et al., 2011; Yusa

et al., 2011). The resulting pairs of PSC lines are isogenic, except

for the disease-relevant mutation. Parallel differentiation of such

isogenic sets of cells into disease-relevant cells and tissues can

be used to directly assess the contribution of a mutation to

cellular pathology (Chung et al., 2013; Ryan et al., 2013; Wang

et al., 2014b; Yusa et al., 2011).

The initial ZFN and TALEN platforms to generate SSNs for

genome editing in stem cells were costly and labor intensive

and their implementation as research tools therefore developed

comparatively slowly. However, extensive work with ZFNs and

TALENs has demonstrated the power of genome editing and

highlighted the impact that a universal, cheaper, and simpler

platform to make SSNs would have.

CRISPR/Cas9: Everyone Can Edit Anything
The need for a simple and unified platform to generate SSNswas

met and resolved, similarly to the need for an easy way to make

iPSCs, through a single experiment: by repurposing the bacte-

rial Clustered regularly interspaced short palindromic repeats

(CRISPR)/CRISPR-associated (Cas) adaptive immune systems

(reviewed in Marraffini, 2015) as an SSN. In 2012 the collabora-

tive work of the Jennifer Doudna and Emmanuelle Charpentier

laboratories demonstrated that in CRISPR type-2 systems a sin-

gle protein, Cas9, can function as a designer SSN by associating

with an engineered single guide RNA (sgRNA) that bears homol-

ogy to a genetic locus of interest (Jinek et al., 2012). In this

process, the sgRNA substitutes the natural Cas9-associated

bacterial RNAs that normally confer target specificity for the bac-

terial pathogen DNA and instead directs Cas9 to introduce a

blunt DSB in any target DNAwith complementarity to a 20-nucle-

otide (nt)-long sequence in the sgRNA. Doudna and colleagues

predicted that this simple way of engineering SSNs could be ex-

ploited to streamline genome editing (Jinek et al., 2012). In less

than 4 years this prediction became reality and Cas9-mediated

genome engineering was developed into the platform of choice

to generate SSNs and to genetically modify hPSCs (Chen

et al., 2015; Cong et al., 2013; Fu et al., 2014; González et al.,

2014; Kleinstiver et al., 2015; Hou et al., 2013; Hsu et al., 2014;

Kleinstiver et al., 2016; Liao and Karnik, 2015; Lin et al., 2014;

Mali et al., 2013; Ran et al., 2015; Slaymaker et al., 2016; Tsai

et al., 2014; Wu et al., 2014b). Some important adaptations

and improvements to increase the ease and scope of Cas9-

mediated genome engineering in hPSCs were the establishment

of CRISPR/CAS-systems from different organisms (Hou et al.,

2013; Zetsche et al., 2015) that respond to different PAM

sequences and the engineering of spCas9 to associate with
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alternative PAMs by structure-based engineering of Cas9,

thereby extending genomic target range and specificity of

spCas9 (Kleinstiver et al., 2015a; Kleinstiver et al., 2015b).

Furthermore, several detailed protocols that describe the imple-

mentation of genome editing techniques in PSC systems have

been optimized and published (Blair et al., 2016; Byrne and

Church, 2015; Chiba and Hockemeyer, 2015; Yusa, 2013).

The key advantage of the CRISPR/Cas9 system over previous

systems lies in the fact that DNA-binding specificity is encoded

solely by the sgRNA and so unlike previous platforms does

not require laborious engineering of DNA binding proteins.

Thus CRISPR/Cas9-based editing has largely replaced previous

SSN technologies. Combining the cellular versatility of iPSC dif-

ferentiation with the ease of CRISPR/Cas9-mediated genome

editing proved to be a very powerful experimental approach,

and by now genome editing in hPSCs has become a standard

tool in stem cell research and human diseasemodeling (Johnson

and Hockemeyer, 2015; Matano et al., 2015; Schwank et al.,

2013).

One of the most exciting experiments that became possible

since the development of robust and highly efficient editing tech-

nologies in hPSCs is the genetic and functional testing of the

onslaught of empirical data generated by GWASs. Similar to

the disease-modeling approach, genome editing allows us to en-

gineer variant alleles observed in these studies found to be asso-

ciated with a specific disease in an otherwise isogeneic cellular

setting. Phenotypic comparison of such cells can reveal how

non-coding mutations, enhancer polymorphisms, and balancer

Figure 2. Genome Editing Applications in hiPSCs
Genome editing allows the genetic modification of hiPSCs. The top panel (left side) depicts examples of reverse genetic approaches to study hPSCs using
genome editing. Gene expression can be modulated (activated or repressed: CRISPRi and CRISPRa) by reversibly targeting their endogenous promoter. Genes
can be inserted to generate reporter genes or to achieve ectopic expression. Genetic information can be deleted or inverted and modifications as small as single
base pair changes can be generated to introduce mutations or polymorphisms or to repair disease-relevant mutations. The resulting genetically engineered
hPSCs differ from wild-type cells exclusively at the edited locus and are otherwise isogenic (bottom left). Parallel differentiation of these isogenic cell lines into
disease-relevant cell-types can provide the basis for the phenotypic analysis of disease-specific cellular pathologies. Phenotypes found in these cells can be
directly attributed to genetic manipulation. In addition, forward genetic approaches to study hPSCs (top right panel) became available with the development of
genome editing as a screening tool. Bulk transduction of hPSCs with either Cas9 or dCas9 in combination with genome-wide barcoded sgRNA libraries—
‘‘CRISPR cutting, CRISPRi, and CRISPRa’’—can be used to identify genes whose loss or gain of function changes the cellular representation within the infected
cell pool. Enrichment or depletion of sgRNAs can be determined by sequencing the sgRNAs, yielding candidate genes of interest (bottom right panel).
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mutations can impact tissue-type-specific cellular behaviors

that are relevant to the particular condition.

For example, this approach has been used successfully to

identify the molecular principles underlying the most frequent

non-coding mutations associated with human cancer (Bojesen

et al., 2013; Fredriksson et al., 2014; Horn et al., 2013; Huang

et al., 2013; Killela et al., 2013). Genetic engineering of thesemu-

tations, which occur in the promoter of the catalytic subunit of

human telomerase or TERT, revealed that the mutations result

in the failure of cells to silence TERT transcription upon cellular

differentiation and explains how these mutations function in

tumorigenesis (Chiba et al., 2015).

Gene-correction frequencies in hPSCs are generally much

lower than in tumor cell lines such as K578 or HCT116 cells that

are commonly used for geneediting in cancer cells. A very elegant

approach to overcome this challenge and to increase the effi-

ciency of homology-mediated events in iPSCswas used in exper-

iments that employedzinc fingernucleases tocorrectmutations in

iPSCsderived frompatientswith alpha trypsindeficiency. In these

experimentsgene targetingefficiencieswere increasedby theuse

of a positive selectionmarker that allowed the efficient isolation of

the edited clones and that could subsequently be removed

without leaving residual genetic material using piggyBac transpo-

sition. This editing strategy allowed the generation of bi-allelic

editing events in patient-derived iPSCs to restore alpha trypsin

enzymatic function in disease-relevant iPSC-derivedhepatocytes

in vitro and after xenotransplantation (Yusa et al., 2011).

A similar approach to overcome the challenges associated

with the low frequency of gene-correction events in hPSCs was

used to correct point mutations in the beta-globin gene of iPSCs

derived from patients with sickle cell disease (Zou et al., 2011). In

this case a LoxP-site flanked selection cassette was used to in-

crease thegenomeediting efficiency initially, butwas thensubse-

quently removed using Cre-recombinase. This approach results

in a single residual LoxP site in an intron of the beta-globin

gene. Similarly, two independent studies demonstrated that the

SSN can be used to directly correct b-thalassemia mutations in

patient-derived iPSCs and restore hematopoietic differentiation

(Ma et al., 2013; Xie et al., 2014).

Alternative strategies for increasing editing efficiencies include

methods to more efficiently detect and subclone cells that have

undergone rare editing events (Miyaoka et al., 2014) as well as

to enhance deliverymethods for the nuclease anddonor template

(Lin et al., 2014). An orthogonal approach to simplify the genera-

tion of isogeneic hPSC lines was the derivation of an inducible

Cas9-expressing cell line by editing a Cas9 expression cassette

into the AAVS1 locus. In this system Cas9 expression can be

induced by doxycycline so that efficient editing afterward only re-

quires the expression or delivery of the sgRNA (González et al.,

2014). This system has been used to generate loss-of-function al-

leles in EZH2 and to demonstrate the effects of haploinsufficiency

for EZH2 in hematopoietic differentiation (Kotini et al., 2015).

Further developments that facilitate the derivation of genome-

engineered iPSC cell lines are protocols that directly combine

genome editing with reprogramming. Howden et al. demon-

strated that human fibroblasts could be simultaneously reprog-

rammed and edited, resulting in edited iPSCs going through

only one single-cell cloning event without the need for drug

selection (Howden et al., 2015).

Further implementation of gene-editing in patient-specific

iPSCswill have a substantial impact on current diseasemodeling

approaches. An example of the far-reaching effects is illustrated

by editing experiments that inserted an inducible Xist lncRNA

into chromosome 21 of Down syndrome patient-derived iPSCs.

Using this approach Jiang et al. showed that ectopic expression

of Xist was sufficient to transcriptionally suppress the targeted

third copy of chromosome 21 and to reverse the cellular disease

phenotypes in in vitro differentiated cells (Jiang et al., 2013).

Since the implementation of genome editing in hPSCs, several

diseases have been modeled using isogenic cell lines that have

either corrected a disease-relevant mutation in iPSCs or intro-

duced a disease-relevant allele inwild-type hPSCs. For example,

the genetic correction of mutations in Niemann-Pick type C pa-

tient-specific iPSCs to rescue metabolic defects in cholesterol

metabolismandautophagy,which are responsible for the pathol-

ogy, represents just one demonstration of how this approach has

been successfully implemented (Maetzel et al., 2014). Further-

more, genome editing in hPSCs has been used to establish

models for Rett syndrome disrupting MECP2 function in hPSCs

(Li et al., 2013), to generate HIV-resistant variants alleles of the

CCR5 gene into iPSCs (Ye et al., 2014), to repair MYO15A in

iPSCs derived from patients affected by deafness (Chen et al.,

2016), and to derive isogeneic cell pairs of COL7A1-corrected

iPSCs derived from patients with dystrophic epidermolysis bul-

losa (Sebastiano et al., 2014).

In a growing number of cases, such approaches have also

been used to provide new insight into disease pathology. For

example, SSN-mediated correction of disease-causing muta-

tions in LRKK2 that are associated with Parkinson disease (PD)

revealed the transcriptional changes caused by disease-associ-

ated alleles in patient cells (Reinhardt et al., 2013). Likewise,

genome editing of patient-specific iPSCs followed by in vitro

differentiation was also used to generate an isogenic disease

model for cystic fibrosis by correcting disease-relevant muta-

tions in CFTR followed by differentiation into airway epithelium

(Crane et al., 2015; Firth et al., 2015; Suzuki et al., 2016).

The Challenge of Studying Sporadic (Polygenic)

Diseases

The application of iPSC technology for the study of sporadic dis-

eases poses particular challenges because disease-specific

phenotypic changes are expected to be subtle. The genetic basis

of sporadic or idiopathic diseases is thought to be a combination

of multiple low-effect-size risk alleles, mostly in regulatory

regions such as enhancers, which are identified by GWASs

(Gibson, 2011; Merkle and Eggan, 2013). The ‘‘common dis-

ease-common variant hypothesis’’ proposes that multiple risk

variantswith small effect size in combinationwith additional envi-

ronmental factors are the drivers of sporadic diseases. Thus, a

major challenge of using human-derived cells is that risk variants

are not only present in patients but also in unaffected individuals,

albeit with lower frequency. Thus, individual risk variants are not

sufficient to causedisease-associated phenotypes in carrier indi-

viduals or in hiPSCs derived from carriers or patients. While an

iPSC isolated from a patient would harbor all risk variants that

contribute to the disease, any in vitro study to gain mechanistic

insights is complicated by the high system-immanent variability

in differentiation into the disease-relevant cells (Soldner and Jae-

nisch, 2012). Another complicating factor is that the likely effect of
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a GWAS-identified risk regulatory allele on the target gene (or

genes) would be predicted to be subtler than would be expected

for monogenic diseases as discussed above. Thus, it would be

impossible to compare the disease-specific cells to a suitable

control cell line because any control cells would have a different

genetic background, which will affect the differentiation potential

of the cells and thus would prevent a meaningful comparison.

Thus, amajor challenge for using iPSCs for thestudyof sporadic

diseases is how togeneratepairs of isogenic cells that differ at one

ormultiple risk alleles. Figure 3 outlines a possible strategy of how

the CRISPR/Cas9 gene editing approach could be used to

generate isogenic cells that differ at multiple risk loci and thus

would enable the mechanistic study of polygenic diseases. This

approachwas recently used to decipher the impact of PD-associ-

ated risk variants. Genetic engineering of a common PD-associ-

ated risk variant in a non-coding distal enhancer resulted in

deregulation of SNCA expression, a key gene implicated in the

pathogenesis of PD, by as little as 10% (Soldner et al., 2016). In or-

der to detect such subtle gene expression differences, an allele-

specific assaywas developed that allowed the analysis of cis-act-

ingeffectsofcandidatevariantsonallele-specificgeneexpression

as a consequence of deletion or exchange of disease-associated

regulatory elements. Detailed analysis of isogenic cells with and

without the risk allele further demonstrated that a single base

pair change causes loss of transcription factor-binding sites for

the transcription factors that otherwise function as a suppressor

of SNCA transcription on a non-risk-associated allele.

Epidemiology and population genetics suggest that Sporadic

Alzheimer Disease (SAD) results from complex interactions be-

tween genetic risk variants and environmental factors. In another

approach to study risk alleles, patient-derived hiPSCswere used

to dissect the effect of common SAD-associated non-coding

genetic variants in the 50 region of the SORL1 (sortilin-related

receptor, L(DLR class) A repeats containing) gene involved in

intracellular vesicular trafficking (Young et al., 2015). While initial

experiments did not identify a consistent correlation between

SORL1 expression and either disease status or risk haplotype,

a small but significant correlation between the SAD-associ-

ated SORL1 haplotype and the BDNF-dependent response of

SORL1 expression was found.

Figure 3. Strategy to Generate Isogenic
iPSCs that Differ at Multiple Risk Alleles
GWASs have identified genomic loci that may
slightly increase the risk of developing a sporadic
disease. Thekey challengeof usingpatient-derived
iPSCs to get mechanistic insight into risk alleles is
to create meaningful control cells. CRISPR/Cas9-
mediated gene editingwould allow exchanging risk
(red squares) and protective (green squares) alleles
and generating appropriate control cells that differ
exclusively at the risk loci under study.

Nuclease Specificity and Off-Target

Considerations

SSNs are enzymes that are targeted to

specificsites in thegenome,but their spec-

ificity can vary and promiscuous binding

to so called off-target sites can lead to

unwanted cutting and modifications. Stra-

tegies to predict, identify, and reduce these off-target events are

largely dependent on the SSN design, organism, and cell type

and have already been to some extent implemented in hPSCs.

Understanding the frequency and impact of off-targets is highly

relevant to the development of SSNs for clinical applications and

their reliable use in basic research (Gabriel et al., 2011).

Several studies recently addressed the specificity of Cas9 and

its off-target action (reviewed in Wu et al., 2014a). Genome-wide

binding studies of dCas9 expressed in mESCs demonstrated

that Cas9 can associate with a large number of genomic sites,

but off-target cutting of the catalytically active Cas9 at a subset

of these sites was infrequent (Wu et al., 2014b). Similarly, single-

molecule imaging of Cas9 in living cells has demonstrated that

Cas9 searches for target sites by 3D diffusion, and that, in

contrast to on-target events, off-target binding events are, on

average, short-lived (<1 s) (Knight et al., 2015).

While these data argue for the high specificity of Cas9, data in

cancer cells suggest that off-targets can be frequently detected

(Frock et al., 2015; Fu et al., 2014; Tsai et al., 2015; Wang et al.,

2015b). For example, when usingGUIDE-seq (Tsai et al., 2015), a

protocol optimized in U2OS and HEK293 to detect off-targets

more reliably than other methods such as ChIP-seq, Tsai et al.

found many off-targets that computational algorithms had failed

to predict. Based on these datasets Tsai et al. proposed that

shorter guide sequences that only have about 17-nt homology

to the target sequence would improve specificity (Fu et al.,

2014). Moreover, the GUIDE-seq protocol was also used to en-

gineer CRISPR-Cas9 nucleases with altered PAM specificities

(Kleinstiver et al., 2015a, 2015b) and reduced off-targets (Klein-

stiver et al., 2016).

An alternative protocol called BLES-seq, based on directly

labeling the DSBs generated by the nuclease in situ followed

by enrichment through streptavidin affinity purification and

next-generation sequencing (Crosetto et al., 2013), was origi-

nally developed to detect DSBs caused by replicative stress

by stalled replication in HeLa cells and mouse B lymphocytes.

This protocol was further developed to assess Cas9 off-target

frequencies of Cas9 and to rationally engineer Cas9 nucleases

with improved specificity (Ran et al., 2015; Slaymaker et al.,

2016).
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Most experiments that have detected significant off-targets

have been performed in cancer cells, which may have altered

repair pathways that could affect recombination (Fu et al.,

2013; Hsu et al., 2013). In contrast, experiments in whole organ-

isms such asmice (Wang et al., 2013), primates (Niu et al., 2014),

Zebrafish (Auer et al., 2014), orC. elegans (Dickinson et al., 2013)

reported off-target frequencies that were low or not detectable,

consistent with high specificity of the CRISPR/Cas9-mediated

gene targeting. It is also possible that in non-transformed cells

off-target cleavages are efficiently counter-selected by the

endogenous DNA-damage response. As hPSCs are primary

cells with genetically intact check-points it seems possible that

off-targets will accumulate less frequently in hPSCs than has

been observed in cancer cells. To address this it will be important

to determine to what extent off-targets are the result of impaired

checkpoint control of cancer cells and whether there are specific

cell types and conditions that are predisposed for the accumu-

lation of off-targets. Data from conventional whole-genome

sequencing of hPSCs exposed to Cas9 have so far been limited

and do not yet fully address the issues due to small sample sizes

(Park et al., 2015; Smith et al., 2014).

Understanding how to avoid off-target SSN modification is of

particular concern for the eventual clinical application of edited

cells. For basic research, however, it seems that the necessary

experiments are readily available to control for the effects of

eventual off-target action of SSNs. Experiments to adequately

address off-target concerns include: (1) the use of several inde-

pendent guide RNAs to generate a mutant cell line, (2) comple-

mentation of loss-of-function phenotypes, and (3) secondary

editing of the mutant cell line to revert the mutation to aWT allele

followed by confirmation of phenotypic rescue.

Large-Scale Screens, Epigenetic Editing, and Other

Applications for Cas9 in iPSCs

In addition to allowing the easy, fast, and inexpensive editing of

hPSCs, the advent of Cas9 as a programmable DNA-binding

protein allowed the development of forward genetics methodol-

ogies that were previously not readily available in hESCs. It is

trivial to multiplex guide RNA synthesis, which allows the gener-

ation of large barcoded libraries of sgRNAs with several-fold

coverage of every gene in the human genome. These libraries

can be employed in loss-of-function screens, for example, to

identify gene products that are required for drug resistance or

the mediation of viral cell death (Gilbert et al., 2014; Hart et al.,

2015; Parnas et al., 2015; Shalem et al., 2014; Shi et al., 2015;

Wang et al., 2015a; Wang et al., 2014a; Zhou et al., 2014)

(Figure 2). Most of the experiments that employ genome-wide

screens have been done in cancer cells that can be expanded

to accommodate the large numbers of cells that are required

to perform these types of genome-wide screens. For the general

implementation of these screening approaches in hPSCs or cells

differentiated from hPSCs, it will be important to develop

protocols that allow the expansion of these cells into large

homogenous populations that in turn allow robust selection or

enrichment for cellular phenotypes.

It is worth mentioning that the combination of iPSCs and

genome editing has not only become a game changer for our ap-

proaches to human disease modeling, but it also provides an

unprecedented opportunity to study the fundamental principles

of cell biology. Previously, cell biologists mostly used aberrant

cancer cell lines with often unstable and poorly defined genomes

to describe human cellular behavior. This is mainly because hu-

man cancer cells presented the only reliable source of human

immortal cells that could be expanded sufficiently to facilitate

biochemical and genetic experimentation and could be indefi-

nitely propagated, frozen, shipped, and shared between labs.

This monopoly of cancer cells as a model system was broken

with the advent of hiPSCs and the general availability of hPSCs.

Like cancer cells, hPSCs are immortal, but they do not suffer

from the disadvantages of the pathologically altered genomes

of cancer cells and yet they still retain the capacity to differentiate

into any cell type of interest. The combination of hPSCs with the

power of genome editing can now be used to study specific

aspects of human cell biology. Exploiting this potential will

be particularly important in areas of research where funda-

mental biological processes, such as tumor suppression, cellular

immortality, or neuronal biology, diverge between human and

other species. Efforts, such as the one launched by the Allen

Institute for Cell Science to generate an industrial-scale library

of characterized iPSCs that will be used to create a visual,

animated model of the cell, suggest that iPSCs will soon replace

cancer cells as a model system for basic cell biology (Callaway,

2014).

In the same way that iPSC technology had broad impacts far

beyond regenerativemedicine and diseasemodeling, the impact

of the discovery of CRISPR/Cas9 on hPSCs is not only its ability

to act as an SSN. Catalytically inactive forms of Cas9 (dCas9)

have been successfully derived by fusions with functional pro-

teins that bind specific loci, or the activation or repression of

gene activity at the target site (Chen et al., 2013; Gilbert et al.,

2014; Konermann et al., 2015; Mandegar et al., 2016; Tanen-

baum et al., 2014) (CRISPRa and CRISPRi, Figure 2). Some

of these platforms have been successfully implemented for

genome-wide screens and the manipulation of hPSCs. As

demonstrated for TALE proteins and zinc finger DNA binding do-

mains, the range of Cas9 could be extended in the future to also

methylate or demethylate DNA or histones/chromatin at precise

locations in the genome (Maeder et al., 2013; Meister et al.,

2010). Moreover, dCas9 fused to fluorescent reporters has

been developed to indicate nuclear organization by visualizing

individual genomic loci (Chen et al., 2013; Gilbert et al., 2014; Ta-

nenbaum et al., 2014). It is exciting that more applications are

being developed; recently, Cas9 has been programmed to target

RNA in vitro and in vivo (O’Connell et al., 2014; Nelles et al.,

2016), raising the possibly that it could be used to better under-

stand the transcriptome in addition to the genome.

Arguably themost far-reaching consequence of CRISPR/Cas9

gene targeting is the potential to edit the germline. Because gene

editing by homologous recombination is inefficient, cells carrying

the desired targeting event need to be selected in culture. Thus,

germline modification in the past was restricted to mice as

chimera-competent ESCs are not available in other species.

Because CRISPR/Cas9 gene editing is so efficient, it requires

no selection for the desired targeting events, rendering ESCs su-

perfluous for the generation of mutant animals. CRISPR/Cas9

enabled gene editing in the zygote and was used to efficiently

generate animals carrying defined mutations in multiple species

including fish, Drosophila, mice, and primates (Bassett et al.,

2013; Chang et al., 2013; Gratz et al., 2013; Hwang et al.,
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2013a, 2013b; Niu et al., 2014; Wang et al., 2013; Yang et al.,

2013; Yu et al., 2013).

Challenges and Next Steps
Despite the obvious advances that have beenmade as a result of

iPSC and editing technologies, several challenges remain. A key

limitation remains that human cells prefer to choose the impre-

cise NHEJ pathway to repair a DSB rather than use themore pre-

cise homologous DNA repair pathway using an exogenous repair

template (Chapman et al., 2012). Due to this pathway choice, ed-

iting events often result in NHEJ-mediated insertions and dele-

tions at the DSB rather than the intended homology-mediated

modification. NHEJ-mediated gene disruption can be useful

when the researcher or clinician intends to generate a loss-of-

function event. However, in most clinical treatment settings the

generation of a defined allele with high frequency will be essen-

tial to devise treatment options that require editing to result in

gain of function at endogenous genes. Approaches to shift the

balance away fromNHEJ and toward homology-mediated repair

included inhibiting NHEJ with small molecules or controlling the

timing of CRISPR/Cas9 delivery with respect to the cell-cycle

stage (Chu et al., 2015; Maruyama et al., 2015; Robert et al.,

2015; Yu et al., 2015). These approaches are promising, yet we

are currently far away from testing the efficacy of treatment stra-

tegies that rely on gene repair or gain-of-function approaches

using high-frequency HR repair events of endogenous genes.

Facing this challenge, recent studies used creative ways to

take advantage of NHEJ-meditated genome editing and the

fact that the simultaneous expression of two nucleases can

meditate the excision or inversion of the sequence internal to

the two SSNs (Chiba et al.,2015; Chen et al., 2011; Young

et al., 2016). In the specific case of Duchenne muscular dystro-

phy, Cas9 was employed to excise 725 kb of genomic se-

quences, which removed a premature STOP codon in the

disease-causing DMD gene and thereby restored the reading

frame and partial protein function (Young et al., 2016).

Similarly, Cas9-mediated genome editing in patient-specific

iPSCs was used to genetically correct the disease-causing

chromosomal inversions found in patients with Hemophilia A,

demonstrating that NHEJ-based approaches can be used to

model and correct large-scale genomic alterations underlying

human disease (Park et al., 2015).

Elegant work that also takes advantage of the fact that

genomic sequences between two SSN cuts can reinsert back

into the locus in an inverted manner recently demonstrated

that CTCF sites interact with each other in an orientation-depen-

dent manner (Guo et al., 2015). Using this approach Guo et al.

elucidate the impact of the directionality of CTCF sites in the

mediation of large-scale genome interactions and transcriptional

regulation.

Another challenge of genome editing in human cells is that hu-

man cells have relatively short conversion tracts (Elliott et al.,

1998). This means that even when a DSB is repaired by homol-

ogy-directed repair (HDR) and not the NHEJ machinery, modifi-

cations can only be made with reasonable frequency very close

to one side of the DSB. This presents a major obstacle toward

the introduction of complex genetic changes in hPSCs. The

use of Cpf1, a class 2 CRISPR effector that uses the same basic

principles as Cas9, but cleaves DNA further away from the PAM

sequence and generates a single-stranded overhang, may help

increase the rate of HDR over NHEJ events (Zetsche et al.,

2015). Overcoming this challenge will significantly facilitate the

engineering of human stem cells, as it will allow us to refine the

human genome more efficiently. Eventually this could result in

similar resources that have been used in yeast and mESCs,

such as a comprehensive collection of conditional human

knockout iPSC libraries, with a homozygous iPSC line for each

human gene carrying an exon flanked by LoxP sites.

Rethinking the Ethical Debate
It will be important in the near future to navigate the ethical

debate that arises from the confluence of genome editing

with stem cell technology. This requires a policy framework

that supports scientific progress that is independent of special

interest groups that would bias a rational risk benefit assess-

ment of this technology. The rampant progress that has been

made over the last few years to improve genome editing tech-

nologies and to detect and reduce potential off-targets of SSNs

has already lead to the first clinical trials for HIV, which are trail-

blazing through the necessary regulatory hurdles (Tebas et al.,

2014). Somatic cell editing and editing in hPSCs in vivo and/or

ex vivo coupled with transplantation will progress to become a

standard clinical application. These efforts have to be clearly

distinguished from editing human germ cells or totipotent cells

of the early human embryo. Indeed, the efficiency of altering the

genome of mammals by injecting CRISPR/Cas9 RNA or DNA

into the fertilized egg (Wang et al., 2013) sparked a debate

on whether this technology should be used to modify the

human germline (Sheridan, 2015). While technical challenges

currently limit the potential application of such modifications,

two recent papers describe gene editing of the embryo’s

genome following injection of gRNAs, CRSPR/Cas9 RNA, and

targeting oligos into human zygotes (Kang et al., 2016; Liang

et al., 2015). These studies raise a number of scientific issues

such as off-target rate, mosaicism, and the likely alteration of

the non-targeted wild-type allele when a mutant allele is tar-

geted. More importantly, the technology raises serious ethical

issues: do we want to irreversibly alter the human germline?

Thus, the clinical application of this gene editing technology

for medical purposes raises important ethical issues that will

need to be widely discussed and agreed upon as it would

affect future generations.
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Recent advances in genome engineering are starting a revolution in biological
research and translational applications. The clustered regularly interspaced
short palindromic repeats (CRISPR)-associated RNA-guided endonuclease
CRISPR associated protein 9 (Cas9) and its variants enable diverse manipu-
lations of genome function. In this review, we describe the development of Cas9
tools for a variety of applications in cell biology research, including the study of
functional genomics, the creation of transgenic animal models, and genomic
imaging. Novel genome engineering methods offer a new avenue to understand
the causality between the genome and phenotype, thus promising a fuller
understanding of cell biology.

From DNA Repair Pathways to CRISPR/Cas9-Mediated Genome Editing
Eukaryotic cells use a sophisticated network of genes and genomic regulatory elements to carry
out functions related to cell growth and death, organelle formation and organization, metabolite
production, and microenvironment sensing. The ability to precisely manipulate the genome is
essential to understanding complex and dynamic cellular processes. Broadly speaking, genome
engineering defines methodological approaches to alter genomic DNA sequence (gene editing),
modify epigenetic marks (epigenetic editing), modulate functional output (transcriptional regula-
tion), and reorganize chromosomal structure (structural manipulation) (Figure 1). These goals
require a toolkit of designer molecules that can be conveniently constructed and delivered into
cells to perform one of the above functions.

Naturally occurring systems and pathways have provided a rich resource for tool building. The
discovery of the homology-directed repair (HDR) pathway inspired a method to modify the DNA
sequence at a precise genomic locus in a targeted manner. Using the HDR pathway, a designed
DNA template with flanking homologous sequences could be used to precisely recombine at the
target genomic locus [1]. However, this application is usually a highly inefficient process in
mammalian cells and tissues. By contrast, the presence of a double-stranded DNA break (DSB)
can enhance efficiency [2,3]. Furthermore, it has been shown that, in the absence of a DNA
template, eukaryotic cells may generate almost random deletion or insertion indels at the site of a
DSB via the alternative nonhomology end joining (NHEJ) pathway, offering another approach for
targeted gene knockout [4].

Following the developments described above, a major question in the field of gene editing was
how to introduce site-specific DSBs to initiate the DNA repair process. Molecules that allow
sequence-specific DNA binding were of primary interest. These included programmable

Trends
The RNA-guided CRISPR/Cas9 endo-
nuclease and the endonuclease-dead
dCas9 protein are powerful genomic
[4_TD$DIFF]manipulation tools for gene editing,
transcriptional regulation, and epige-
netic modifications.

Both Cas9 and dCas9 enable diverse
types of high-throughput screening of
gene functions in cell lines and in vivo.

The CRISPR/Cas9 accelerates the
establishment of many useful trans-
genic animal models for biomedical
research.

The CRISPR/Cas9 is repurposed for
genomic imaging and lineage tracing
in living cells and tissues.

1Sino-U.S. Center of Synthetic
Biology, Shanghai Institute of
Rheumatology, Renji Hospital, School
of Medicine, Shanghai Jiaotong
University, Shanghai, China
2Department of Bioengineering,
Stanford University, Stanford, CA
94305, USA
3Department of Chemical and
Systems Biology, Stanford University,
Stanford, CA 94305, USA
4ChEM-H, Stanford University,
Stanford, CA 94305, USA

*Correspondence:
stanley.qi@stanford.edu (L.S. Qi).

Trends in Cell Biology, November 2016, Vol. 26, No. 11 http://dx.doi.org/10.1016/j.tcb.2016.08.004 875
© 2016 Elsevier Ltd. All rights reserved.

mailto:stanley.qi@stanford.edu
http://dx.doi.org/10.1016/j.tcb.2016.08.004


endonucleases engineered from zinc finger proteins (ZFNs) or transcription activator-like effec-
tors (TALENs) [5,6]. The peptide domains of these proteins could be designed following a simple
set of rules for protein–DNA recognition. However, their utility was hindered by an often costly
and tedious construction process and by a context-dependency issue in the protein design
[7,8]. Nevertheless, previous work showed that these programmable DNA-binding proteins
could be coupled to nuclease domains, transcriptional repressors or activators, and epigenetic
modifiers to enable diverse types of genomic manipulation [9–12]. However, it remained to be
understood how to precisely target a specific DNA sequence of interest via an even simpler
mechanism, such as Watson-Crick base pairing.

The CRISPR/Cas system performs such a function. Truly a gift fromNature [13,14], the CRISPR/
Cas system was discovered initially in Escherichia coli during the 1980s [15], but its function
remained elusive until 2007. Working in the yogurt production bacterium Streptococcus ther-
mophilus, earlier work demonstrated that encoding the bacteriophage sequence from the host
CRISPR locus conferred acquired resistance against the same bacteriophage [16]. Later work
showed that CRISPR utilized small CRISPR-associated RNAs (crRNAs) to guide the nuclease
activity of Cas proteins in E. coli [17]. Together, these studies uncovered a RNA-guided nuclease
mechanism for the CRISPR system, which also suggested a genetic system with high specificity
and efficiency for DNA binding and cleavage.

The practical use of CRISPR for gene editing began with the elucidation of the mechanism of the
type II CRISPR system [18]. The type II CRISPR from Streptococcus pyogenes encodes a RNA-
guided endonuclease protein, Cas9, which was shown to use only two small RNAs (a mature
crRNA and a trans-acting tracrRNA) for sequence-specific DNA cleavage [18–20]. Furthermore,
a chimeric single guide RNA (sgRNA) fused between crRNA and tracrRNA recapitulated the
structure and function of the tracrRNA–crRNA complex, which could efficiently direct Cas9 to
induce DSBs in vitro [18]. The rules used by Cas9 to search for a DNA target are elegant and
simple, requiring only a 20-nucleotide (nt) sequence on the sgRNA that base pairs with the target
DNA and the presence of a DNA protospacer adjacent motif (PAM) adjacent to the complimen-
tary region [18,21].
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Figure 1. A Schematic View of the Diverse Goals of Genome Engineering. Genome engineering defines
methodological approaches to alter the DNA sequence (gene editing), modify the epigenetic marks (epigenetic editing),
modulate the functional output (transcriptional regulation), and reorganize the chromosomal structure (structural
manipulation).
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The Cas9 complex has since been developed as a remarkably useful tool for genome editing. As
demonstrated by the pioneering work in several cell types and organisms [22–26], the Cas9/
sgRNA complex can efficiently generate DSBs, which then facilitates NHEJ-mediated gene
knockout or HDR-mediated recombination. This system has since gained rapid acceptance and
has been used for genome editing in essentially all organisms that can be cultured in the
laboratory. In this review, we focus on recent applications of CRISPR[5_TD$DIFF]/Cas9 in cell biology
research using mammalian cell cultures and animal models (Figure 2).

An Expanding CRISPR Toolkit for RNA-Guided Genome Editing
The different types of natural CRISPR system encode a toolkit for genome editing. Six major
types of CRISPR system have been identified from different organisms (types I–VI), with various
subtypes in each major type [27,28]. Within the type II CRISPR system, several species of Cas9
have been characterized from S. pyogenes, Streptococcus thermophilus, Neisseria meningi-
tidis, Staphylococcus aureus, and Francisella novicida [18,29–34]. While these Cas9s have a
similar RNA-guided DNA-binding mechanism, they often have distinct PAM recognition sequen-
ces. Similar to the toolkit of restriction enzymes for molecular cloning, a large toolkit of Cas9s
expands the targetable genome sequence for gene editing and genome manipulation.

Other types of CRISPR system may exhibit different mechanisms. For example, the Type III-B
CRISPR system from Pyrococcus furiosus uses a Cas complex for RNA-directed RNA cleavage

CRISPR/Cas9

Effector

Gene edi�ng/knockout
Transcrip�on 

repression/ac�va�on

Effector Me

Epigene�c
modifica�ons

Fluorescent
protein

Genomic imagingLarge-scale gene�c screen

sgRNA library Screening

Before A�er 

Genera�on of
animal models

Lineage tracing

Figure 2. Applications of Clustered Regularly Interspaced Short Palindromic Repeats (CRISPR)/CRISPR-Associated Protein 9 (Cas9) to Cell Biology
Research. CRISPR/Cas9 technology has been used for gene editing, transcriptional regulation, epigenetic regulation, large-scale genetic screens, generation of animal
models, and genomic imaging. Abbreviation: sgRNA, single guide RNA.
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[35,36], which is indicative of a mechanism for targeting and modulating RNAs in cells. The
recent discovery of the protein Cpf1 from the Prevotella and Francisella-1 type V CRISPR
showed that Cpf1 uses a short crRNA without a tracrRNA for RNA-guided DNA cleavage
[37–40]. Both biochemical and cell culture work showed that Cpf1-mediated genome target-
ing is effective and specific, comparable with the S. pyogenes Cas9. The type VI-A CRISPR
effector C2c2 from the bacterium Leptotrichia shahii is a RNA-guided RNase that can be
programmed to knock down specific mRNAs in bacteria [41]. These results broaden our
understanding of the diversity of natural CRISPR [5_TD$DIFF]/Cas systems, which also provide a func-
tionally diverse set of tools.

Other enzymatic domains can also be harnessed for genome editing. For example, instead of
using the endonuclease activity of Cas9, a mutation in one nuclease domain of Cas9 can create
a nickase Cas9 (nCas9) that can cleave one strand of DNA [42]. With a pair of sgRNAs, the
specificity of genome editing could be enhanced by using a pair of nCas9s that target each
strand of DNA at adjacent sites. Furthermore, recent work demonstrated that a Cas9-fused
cytidine deaminase enzyme allowed for direct conversion of a C to T (or G to A) substitution [43].
In this work, fusing the nuclease-deactivated dCas9 or the nCas9 with a cytidine deaminase
domain corrected point mutations relevant to human disease without DSBs; therefore, avoiding
NHEJ-mediated indel formation.

Applications of CRISPR/Cas9 for Cell Biological Studies
The CRISPR/Cas9 technology has accelerated the discovery and mechanistic interrogation of
the genome and organelles in diverse types of cell and organism. Some examples of utilizing
CRISPR/Cas9 for studying cellular organelles are summarized in Table 1 and Figure 3. Beyond
using CRISPR/Cas9 as a gene-editing tool, we describe the development of CRISPR/Cas9 as a
versatile toolkit for transcriptional control and epigenetic regulation, and highlight its utilities for
large-scale genetic screens, generation of animal models, genomic imaging, and lineage tracing
(Figure 2).

Transcriptional Regulation of the Genome with CRISPR/dCas9
The nuclease-dead dCas9 has provided a broad platform for programming diverse types of
transcriptional or epigenetic manipulation of the genome, without altering the genome
sequence. In brief, dCas9 was created by introducing point mutations into the HNH and RuvC
domains to eliminate endonuclease activity [44]. This repurposed protein became a RNA-guided
DNA-binding protein. In bacteria, the dCas9 protein was sufficient to induce strong sequence-
specific gene repression, simply by sterically hindering the transcriptional activity of RNA
polymerase [44,45]. In eukaryotic cells, fusing dCas9 to transcriptional effector proteins allowed
for more efficient RNA-guided transcriptional modulation for both gene interference (CRISPRi)
and activation (CRISPRa) [12,46–48].

By fusing dCas9 to transcriptional repressors, such as the Kruppel-associated box (KRAB)
domain, CRISPRi can efficiently repress coding and noncoding genes, such as miRNAs and
large intergenic noncoding RNAs (lincRNAs) in mammalian cells [46,47,49,50]. Compared
with complete loss-of-function using Cas9, CRISPRi can use different sgRNAs that bind to
different genomic loci for tunable and titratable gene repression [47]. While complete
knockout is useful for studying gene function in many cases, tunable repression of a gene
to different levels offers advantages when knocking out a gene leads to lethality of cells or an
organism [45].

Earlier work using dCas9 fused to a peptide containing multiple VP16 domains (VP64 or VP128)
could only activate endogenous genes mildly [46,51,52]; therefore, several strategies have been
developed to improve CRISPRa efficiency. These include recruiting multiple copies of the VP64
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Table 1. Examples of CRISPR/Cas9 Being Used for Cell Biology Research

Organelle CRISPR/Cas9 Target Finding Refs

Microtubule CRISPR/Cas9 generation of mutant
flies by deleting a linker region in the
centrosome protein CP190

Identified a centrosome and
microtubule-targeting region in
CP190 for spindle localization;
deletion of linker region altered
spindle morphology and led to DNA
segregation errors

[114]

Mitochondrion CRISPR/Cas9 knockout of copper
transporting ATPase ATP7A in
mouse 3T3-L1 cells and in
fibroblasts from patients with
Menkes Disease (MD)

ATP7A dysfunction damages
mitochondrial redox balance

[115]

CRISPR/Cas9 knockout of
FASTKD2, a RNA-binding protein of
the FAS-activated serine/threonine
kinase family

Defective processing and
expression of mitochondrial RNA;
cellular respiration damage with
depressed activities of respiratory
complexes

[116]

CRISPR/Cas9-mediated repair of
ARID5B motif of rs1421085 in
primary adipocytes from a patient
carrying the risk allele

IRX3 and IRX5 repression restored;
browning expression programs
activated; thermogenesis restored

[117]

CRISPR/Cas9-based genetic
screen to study cell proliferation
suppression due to inhibition of
mitochondrial electron transport
chain (ETC)

Identified cytosolic aspartate
aminotransferase (GOT1) as key
gene; GOT1 loss-of-function kills
cells upon ETC inhibition

[118]

Endoplasmic
reticulum

CRISPR/Cas9 knockout of ATF4 or
NLRP1

NLRP1 upregulated during severe
ER stress; ATF4 binds and activates
NLRP1 promoter during ER stress

[119]

CRISPR/Cas9-mediated deletion of
transmembrane endoribonuclease
Ire1/ in HEK293 cells

Ire1/ forms a complex with the
Sec61 translocon to cleave its
mRNA substrates; disruption of
Ire1/ complex reduced cleavage of
ER-targeted mRNA

[120]

Centrosome CRISPR/Cas9 dual-sgRNA to
generate a null abnormal spindle
(asp) allele by excising a 750-bp
fragment that included the
promoter, 50 UTR, and the first exon
in Drosophila neuroblasts

Asp null mutations cause spindle
defects in neuroblasts; Asp
regulated by Drosophila
melanogaster calmodulin (CaM) to
crosslink spindle microtubules

[121]

Lysosome Generation of Niemann-Pick type C
1 (NPC1)-deficient cell line using
CRISPR/Cas9

NPC1 moves cholesterol across
lysosomal glycocalyx

[122]

Ribosome CRISPR/Cas9 knockout of
nonessential gene of ribosomal
protein eS25 (RPS25) in Hap1 cell
line; RPS25-SNAP (mutant O6-
alkylguanine DNA alkyl-transferase)
transgene was transduced into
RPS25-KO Hap1 cells to be the only
source of the protein

Demonstrated an approach to
create fluorescently labeled 40S
ribosomal subunits from human
cells; studied kinetics of the 40S
subunit recruitment to the hepatitis
C virus (HCV) internal ribosome
entry site (IRES)

[123]

Golgi apparatus Genome-wide CRISPR/Cas9 loss-
of-function screen to identify host
targets required for Staphylococcus
aureus toxin alpha hemolysin (/HL)
susceptibility in human myeloid cells

Identified new proteins (SYS1,
ARFRP1, and TSPAN14) in
regulating presentation of ADAM10
on the plasma membrane post-
translationally; cells lacking
sphingomyelin synthase 1 (SGMS1)
resist /HL intoxication

[124]
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domain via a multimeric peptide array (SunTag), wherein each peptide domain could bind to a
single-chain variable fragment (scFv) fused to VP64 [53]; fusing dCas9 to a synergistic tripartite
activator system containing VP64, the activation domain of p65 (p65AD), and Epstein-Barr virus
R transactivator (Rta) [54]; and combining dCas9-VP64 with a modified sgRNA engineered with
two copies of an MS2 RNA hairpin that could recruit p65AD and the human heat shock factor 1
(HSF1) activation domain via interaction with the MS2-binding protein [48]. A systematic
comparison of the efficacy of these methods revealed that these systems perform comparably
but are dependent on the genomic and cellular context [55], suggesting that activation efficiency
varies for different genes and in different types of cell. In the future, simpler, yet more effective,
tools for RNA-guided gene activation should be further developed.

To repurpose more complex gene regulation, sgRNA was engineered as a class of ‘scaffold’
RNAs (scRNAs) that directly recruit transcription effectors without protein fusion [56]. scRNAs
are generated by fusing RNA hairpins to the sgRNA, which interact with the cognate protein to
recruit activators or repressors. Using engineered scRNAs, multiple genes can be simulta-
neously activated and repressed in the same cells. In addition to using scRNAs, multiple
orthogonal species of dCas9s could also provide a platform for complex transcription regulation
and sophisticated manipulation of the transcriptome.

Mitochondrion

Golgi apparatus
Lysosome

Endoplasmic re�culum
(ER)

Nucleus

Microtubule

Chromosome

Knockout screen to iden�fy genes for cell
growth suppression due to inhibi�on of ETC

Dele�ng a linker region in CP190 
altered spindle morphology and
led to DNA segrega�on errors  

∆Ire1α reduced cleavage of ER-
targeted mRNA

∆Asp caused spindle defects
in neuroblasts

∆RPS25 + transgene RPS25-SNAP 
revealed the kine�cs of the 40S 
subunit recruitment to HCV IRES

Genome-wide screen to iden�fy genes 
required for S. aureus toxin αHL 
suscep�bility in human myeloid cells
iden�fied roles for new proteins
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Figure 3. Examples of Applying Clustered Regularly Interspaced Short Palindromic Repeats (CRISPR)/CRISPR-Associated Protein 9 (Cas9)
Technology to Study Cellular Organelles. The figure illustrates exemplar studies in particular organelles, with more details listed in Table 1 (main text).
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Epigenetic Regulation with CRISPR/dCas9
dCas9 fused to epigenetic-modifying enzymes has been used to introduce locus-specific
epigenetic modifications in the genome. Examples include fusing dCas9 to the core catalytic
domain of the human acetyltransferase p300 (p300core [2_TD$DIFF]), which allowed acetylation of histone H3
Lys27 (H3K27) and upregulation of genes when binding to proximal or distal enhancers [57];
fusing dCas9 to lysine demethylase 1 (LSD1) reduced the acetylation level of H3K27 [58]; fusing
dCas9 to KRAB increased the H3K9me3 mark near the target site [59]; and fusing dCas9 to the
DNA methyltransferase DNMT3A increased CpG methylation near the target site [60]. These
studies also demonstrated modified gene expression levels due to Cas9-mediated locus-
specific epigenetic modifications. For example, in mouse embryonic stem cells, the enhancers
of pluripotency factors, such as Oct4 and Tbx3, could be repressed by dCas9–LSD1 fusion,
leading to loss of pluripotency [58,61].

While these examples provide an approach to edit the epigenetic states of essentially any locus
in the genome, a largely unexplored question is the fate of the synthetic epigenetic marks, and
whether they can be stably inherited when cells proliferate. Furthermore, given the diverse types
of epigenetic modification and their mutual interactions, a comprehensive toolkit comprising
multiple orthogonally acting dCas9s and their cognate sgRNA that allows the flexible editing of
multiple epigenetic (histone or DNA) marks simultaneously is needed. Such a toolkit would be
useful for understanding the function of diverse epigenetic marks, their interactions, and their
relation to genomic and cellular functions.

Large-Scale Functional Genomic Studies Using CRISPR/Cas9
One of the powerful applications of the CRISPR/Cas9 technology is the high-throughput
screening of genomic functions. The oligo libraries encoding hundreds of thousands of sgRNAs
can be computationally designed and chemically synthesized to target a broad set of genome
sequences. By pairing with Cas9 or dCas9 fusion proteins, this provides an approach to
systematically knock out, repress, or activate genes on a large scale. The technique requires
a delicate delivery method that ensures that every cell only receives a single sgRNA, usually via
lentiviral or retroviral delivery into mammalian cells. The screens are frequently performed in a
pooled manner, because cells transduced with the lentiviral library as a mixed population are
cultured together. Via deep sequencing and analysis of the sgRNA features in the pooled cells,
genes causing changes in cell growth and death can be inferred with bioinformatics. Indeed,
CRISPR screens can easily identify genes, their regulatory elements, and protein domains in the
mammalian genome responsible for cell growth and drug resistance [62]. A genomic tiling
screen using CRISPR/Cas9 precisely mapped functional domains within enhancer elements
and found that a p53-bound enhancer of the p53 effector gene CDKN1A was required for
oncogene-induced senescence in immortalized human cells [63].

Using the endonuclease Cas9, loss-of-function genome-wide knockout screens have been
performed in cultured or primary mammalian cells with sgRNA libraries (usually three–ten
sgRNAs per gene) to investigate a range of phenotypes, including cell growth, cancer cell drug
resistance, and viral susceptibility [64–66]. A genome-scale sgRNA library can also be used to
manipulate cultured cells that are later introduced in vivo. Indeed, a genome-scale sgRNA library
was created tomutagenize a non-metastatic mouse cancer cell line for the study of metastasis in
a mouse model [67]. The mutant cell pool rapidly generated metastases when transplanted into
immunocompromised mice in vivo. Sequencing of the metastatic cells suggested genes that
accelerate lung cancer metastases and development of late-stage primary tumors. Moreover,
this screening method can be extended to use in primary cells, which can lead to novel findings
that are often overlooked using cell lines. Indeed, introducing a genome-wide sgRNA library into
primary dendritic cells (DCs) allowed for the identification of genes related to cell growth that
induce tumor necrosis factor (TNF) in response to bacterial lipopolysaccharide (LPS), an
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essential host response to pathogens [68], which would otherwise be technically challenging
with other genome-editing tools.

Cas9-mediated loss-of-function screens have also performed to knock out pairs of genes in
combination [69]. A library of 23 409 barcoded dual sgRNA combinations was created and a
pooled screen was performed to identify gene pairs in human cells that inhibit ovarian cancer cell
growth in the presence of small-molecule drugs.While further work is needed to characterize the
efficacy and accuracy of multiplex genetic screening, this work highlights the potential of more
sophisticated functional screening studies using CRISPR.

Beyond Cas9-based complete loss-of-function screens, the invention of CRISPRi and CRISPRa
further enables both partial loss-of-function and gain-of-function genetic screens [47,48].
Growth-based screens using CRISPRi/a have been used to identify essential genes, tumor
suppressor genes, and potential mechanisms that confer cytotoxicity induced by a cholera-
diphtheria toxin [47]. Using a library comprising approximately 70 000 guides targeting the
human RefSeq coding isoforms, a CRISPRa-based screen identified genes that, upon activa-
tion, conferred resistance to a BRAF inhibitor [48].

In addition to the use of pooled screens, multi-well plates have been used in combination with
the partial repression feature of CRISPRi to study the function of the full set of essential genes in
the Gram-positive bacterium Bacillus subtilis [45]. Given that knocking out essential genes
results in lethality that prevents further assay of the phenotype, partial knockdown of essential
genes becomes a powerful approach. A mutant B. subtilis library was created to include gene
partial knockdowns (approximately threefold) of all essential genes using CRISPRi, which was
tested for the growth phenotype under 35 unique compounds. Using this chemical genomic
approach, a comprehensive interconnecting essential gene network was identified, as well as
targeted genes that interact with uncharacterized antibiotics. Inducible knockdown of essential
genes also allowed for systematic characterization of cell morphology and terminal death
phenotypes.

An important question is how these screens compare with each other and with other existing
approaches. Several works compared different screens based on CRISPR, CRISPRi, and RNAi.
One work performed comparative screens of 46 essential and 47 nonessential genes, and
concluded that the CRISPR/Cas9 nuclease system outperformed the shRNA- and CRISPRi/
dCas9-based gene regulation systems for the sets of essential and nonessential genes [70].
From the CRISPR screening data, the authors observed less variation across the data, and
detected more functional constructs with fewer off-target effects. Another study concluded that
CRISPR could identify more essential gene targets compared with RNAi [71]. Since similar
precision was observed between the two approaches, it was suggested that combining data
from both screens would improve the predictive accuracy. The systematic comparison of
different approaches suggests that a comparative screening approach will be more powerful
for studying complex cell biology phenotypes.

In addition, new methods to generate CRISPR libraries may help reduce the overall cost
associated with this technique and extend its uses to screen a larger chromosomal region
(e.g., the tiling along a whole chromosome). While most CRISPR libraries are generated via
chemical synthesis of large pools of oligos, a new method, termed CRISPR EATING (Everything
Available Turned Into New Guides), can inexpensively generate large quantities of sgRNAs for
whole-genome targeting [72]. In this approach, PAM-proximal sequences are extracted by
digesting input DNA with restriction enzymes that target immediately 50 to an NGG or NAG (the
PAM sequences for S. pyogenes Cas9, N = any nucleic acid). In this study, one library was
generated and used to label the whole 3.4-mb region on Xenopus laevis chromosome 4 in the
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egg extracts. The method allows for the generation of complex and customized libraries from
any source of DNA via routine molecular biology methods.

CRISPR/Cas9 for Generating Animal Models
Genetically engineered animal models are crucial for the study of complex cellular and physio-
logical processes. While mouse models have been widely used, the CRISPR/Cas9 gene-editing
approach has been established in many other animal models, including worm [73], fly [74], fish
[75,76], rat [77], rabbit [78,79], goat [80], sheep [81], dog [82], pig [83], and monkey [84]. The
expansion of transgenic animal models beyond mouse is advantageous to biomedical research
because it can accelerate the development of new therapeutic strategies.

CRISPR provides an easier approach to establish these transgenic animal models compared
with previous gene-editing tools. Traditional approaches to construct transgenic mice via
insertional mutagenesis or TALEN-mediated gene editing are time consuming, costly, and
inefficient. The robustness and high efficiency of CRISPR [5_TD$DIFF]/Cas9 simplify the process for creating
model systems [85,86]. Moreover, nucleic acids encoding the Cas9 protein and target-specific
sgRNAs can be conveniently injected into embryos to generate gene-modified mice with
deletions of multiple genes, mutations in defined genes, or insertions of fluorescence reporters
or other peptide tags to endogenous genes. For example, co-injection of Cas9 mRNA and
sgRNAs targeting Tet1 and Tet2 into zygotes generated mice with biallelic mutations in both
genes with an efficiency of 80% [85]. Furthermore, co-injection of Cas9 mRNA and sgRNAs with
mutant oligos generated precise point mutations simultaneously in two target genes, while co-
injecting Cas9 mRNA and sgRNAs into one-cell-stage cynomolgus monkey embryos generated
founder animals harboring two gene modifications [84].

The establishment of a Cre-conditional Cas9 knock-in mouse has broadened the applications of
Cas9 in vivo [87]. The Cas9 knock-in mouse is a great resource to rapidly generatemutations in a
subpopulation of cells in vivo, and test how mutations cause disease phenotypes. Different
methods based on adeno-associated virus (AAV), lentivirus, or nanoparticles can be used to
deliver sgRNAs into multiple cell types, such as neurons, immune cells, and endothelial cells, in a
Cas9 knock-in mouse to model the dynamics of significantly mutated genes in lung adenocar-
cinoma [87]. Another work demonstrated that the Cre-conditional Cas9 knock-in mouse
phenocopied Cre-mediated genetic deletion of genes in Cre/LoxP mouse models in studying
pancreatic ductal adenocarcinoma [88]. Via retrograde pancreatic ductal injection of lentiviral
vectors expressing Cre and an sgRNA into Cre-conditional Cas9 knock-in mice, the authors
showed knockout of Lkb1 together with manipulated expression of oncogenic Kras. However,
due to the heterogeneity of delivery and Cas9-mediated gene editing, caution is required when
interpreting results.

In addition to using a Cas9 knock-in mouse model, viral vectors encoding Cas9 and an sgRNA
can be directly delivered into wild-type mice or Cre/loxP mouse models to probe gene function.
One study used AAV vectors encoding Cas9 and sgRNAs to target a single gene or multiple
genes in the normal adult mouse brain in vivo [89]. Characterizing the effects of gene mod-
ifications in postmitotic neurons revealed similar phenotypes as observed in gene knockout
mice. Another work used a lentiviral system that delivers both the CRISPR system and Cre
recombination to examine CRISPR-induced mutation of genes in the context of well-studied
conditional Cre/loxPmousemodels of lung cancer and other cancer types [90]. In other research
to study cancer genes in the mouse liver, a hydrodynamic injection was used to deliver a plasmid
DNA expressing Cas9 and sgRNAs that directly targeted the tumor suppressor genes (p53 or
PTEN) alone and in combination into the liver. The authors demonstrated the feasibility of Cas9-
mediated mutation of tumor suppressor genes in the liver as an avenue for the rapid develop-
ment of liver cancer models [91]. However, similar to the Cas9 knock-in mouse, the virally

Trends in Cell Biology, November 2016, Vol. 26, No. 11 883



delivered Cas9may only edit genes in a fraction of cells, and the approachmay bemost effective
for studying the effects of loss-of-function mutations on cell autonomous properties.

Genome Imaging Using CRISPR/Cas9
Imaging offers a direct approach for studying the spatial and temporal behavior of the genome in
living cells [92]. The ability of Cas9 to target specific sequences in the genome makes it a
promising imaging tool for directly observing genomic organization and dynamics in cells. The
first proof-of-concept work fused the S. pyogenes dCas9 to EGFP and used the fusion protein
to visualize the dynamics of coding or noncoding sequences in living human cell lines [93]. The
authors tracked the dynamics of telomeres, and the repetitive and nonrepetitive sequences of
coding genes (MUC4 andMUC1) in a short time frame (�minutes) and throughout the whole cell
cycle. In addition, dCas9 fused to EGFP has been used to label endogenous centromeres and
telomeres loci in live mouse embryonic stem cells [94]. The development of the SunTag system,
a repeating peptide array that can recruit multiple copies of an antibody-fusion protein,
enhanced the sensitivity to amplify the dCas9 fluorescent signal in the genome [53]. Using
dCas9 orthologs tagged with different fluorescent proteins, it was shown that the dynamics of
multiple repetitive genomic loci could be tracked in living cells [95]. A method termed ‘Cas9-
mediated fluorescence in situ hybridization’ (CASFISH) further combined dCas9 with fluores-
cence in situ hybridization (FISH) [96]. Due to the specific DNA targeting and unwinding activity of
dCas9, CASFISH is a fast and convenient process for labeling DNA elements while avoiding
treatment of heat and disruptive chemicals that distort the natural organization of the nucleus,
which is normally seen in FISH. Thus, the approach preserves the spatial relations of the genetic
elements that are important for studying gene expression.

Recent work also established a CRISPR approach to facilitate super-resolution imaging in living
mammalian cells [97]. Current live cell super-resolution imaging normally relies on the overexpres-
sion of a host protein fused to a fluorescent protein, which results in artifacts that may obscure the
interpretation of imaging results. Using CRISPR/Cas9 to fluorescently tag the endogenous genes
that are expressed from their native genomic loci could allow genes to be expressed at close to
endogenous levels, thus avoiding artifacts. Based on this idea, a method termed ‘reversible
saturable optical fluorescence transitions’ (RESOLFT) was developed, wherein heterozygous
and homozygous Cas9-edited human knock-in cell lines were generated that expressed the
reversibly switchable fluorescent protein rsEGFP2 from their respective native genomes, which
prevented the appearance of typical overexpression-induced artifacts in these cells.

To enhance signals for endogenous proteins imaging, one study adapted self-complementing
split fluorescent proteins, GFP11 and sfCherry11, derived from the sfGFP and sfCherry [98]. The
small sizes of these split fluorescent domains (16–18 amino acids) enable them to be easily
inserted into endogenous genomic loci via CRISPR gene editing. Tandem arrays of these
domains further amplify fluorescence signals in imaging, such as for tracking intraflagellar
transport particles.

In addition to DNA imaging, S. pyogenes dCas9 can also allow for endogenous RNA imaging in
living cells [99]. In the presence of sgRNAs targeting mRNA and a stabilized PAMmer oligonu-
cleotide that contains the PAM domain for dCas9 binding, specifically targeted RNA can be
visualized. Indeed, it was observed that nuclear localized dCas9 could be exported to the
cytoplasm. Furthermore, dCas9 allowed for tracking of RNA during induced RNA/protein
accumulation in the presence of oxidative stress.

Lineage Tracing Using CRISPR/Cas9
Gene editing has been used as tools for cell lineage tracing. One recent study demonstrated a
lineage-tracing method termed ‘genome editing of synthetic target arrays for lineage tracing’
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(GESTALT) [100]. This method uses CRISPR/Cas9 gene editing to generate a combinatorial
diversity of mutations that accumulate over cell divisions within a series of DNA barcodes. Via
deep sequencing, lineage relations between many cells can be inferred using patterns of the
edited barcodes. The approach was developed in both cell culture and zebrafish, by editing
synthetic arrays of approximately a dozen CRISPR/Cas9 target sites. The approach generated
thousands of unique edited barcodes in cell lines, which could then be sequenced from either
DNA or RNA. By injecting fertilized eggs with editing reagents that targeted a genomic barcode
with ten target sites, the authors observed the accumulation of hundreds to thousands of
uniquely edited barcodes per animal, and further inferred the lineage relations between ancestral
progenitors and organs based on mutation patterns. This proof-of-principle study showed that
combinatorial and cumulative genome editing is a powerful approach to record lineage infor-
mation in multicellular systems.

In another study, the type I-E CRISPR/Cas system of E. coliwas harnessed to generate records
of specific DNA sequences in bacterial genomes [101]. Unlike gene editing, the work was based
on the native adaptive immunity acquisition ability of CRISPR, because new spacer sequences
can be acquired and integrated stably into the CRISPR crRNA array. Using this feature, it was
demonstrated that the Cas1–Cas2 complex enables the recording of defined sequences over
many days and in multiple modalities. The work elucidated fundamental aspects of the CRISPR
acquisition process. The recording system developed could be useful for applications that
require long histories of in vivo cellular activity to be traced.

While optimization of these methods is required for more robust performance, genome editing
and the unique features (i.e., adaptation) of the CRISPR system provide promising approaches
to record biological information and history in living cells and tissues. One can envision that these
tools may enablemapping of the complete cell lineage inmulticellular organisms as well as linking
cell lineage information to molecular profiles (e.g., transcription, epigenetics, and proteomics),
such as those in single cells.

Concluding Remarks
The CRISPR/Cas9 technology has revolutionized cell biology research. The system is
versatile, enabling diverse types of genome engineering approach. While most of the work
has used Cas9-mediated knockout or dCas9-mediated repression and activation to study
gene function, we expect expansion of these tools to study the epigenome and 3D
chromosomal organization in greater detail in the future. Furthermore, studies have used
CRISPR to model complex genomic rearrangements in vitro and in vivo, which resulted in
breakthroughs in studying chromosomal translocations [102,103]. Most research has been
performed in cell lines, and future work related to the interrogation of cellular functions
should be carried out in primary cells derived from animals or humans or in vivo using
relevant animal models.

CRISPR/Cas9 is emerging as a major genome-manipulation tool for research and therapeutics,
yet there are challenges remaining to improve its specificity, efficiency, and utility (see Outstand-
ing Questions). One major concern is the off-target effects, since Cas9 can tolerate mismatches
between sgRNA and target DNA [104–106]. Methods have been developed to profile the off-
target effects, such as GUIDE-seq [107]. To improve specificity, several strategies have been
developed, including using paired nickase variants of Cas9 [32,42], paired dCas9-FokI nucle-
ases [108,109], truncated sgRNAs (17–18 base pairs) that are more sensitive to mismatches
[110], and controlling acting concentration of the Cas9/sgRNA complex [111]. Using structure-
guided protein-engineering approaches, two studies recently created S. pyogenes Cas9
variants with improved specificity [112,113]. For example, a high-fidelity variant of Cas9 har-
boring designed alterations showed reduced nonspecific DNA contacts, while retaining robust

Outstanding Questions
How can the off-target effects of
CRISPR/Cas9 be avoided in mamma-
lian cells and whole organisms?

Can CRISPR/Cas9 technology be
developed to insert a large gene frag-
ment into the mammalian genome for
gene knock-in studies with similar effi-
ciency to that of gene knockout
studies?

Will CRISPR/Cas9 technology be able
to efficiently modulate different types of
epigenetic modification? Can it control
the fate of synthetic epigenetic marks,
and whether they can be stably inher-
ited when cells proliferate?

Can CRISPR/Cas9-mediated genetic
screens be performed on nonprolifera-
tion-based phenotypes such as
differentiation?

Can CRISPR/Cas9 technology enable
more robust transgenic animal gener-
ation by deleting, mutating, and insert-
ing any gene of interest?

Beyond gene editing, how can
CRISPR/Cas9 be used to help advance
cell biology research?
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on-target activities comparable with wild-type Cas9 [113]. Combinations of these methods
could provide a route to its ultimate use for gene therapy.

As a powerful, yet versatile, gene-editing and regulation tool, CRISPR[5_TD$DIFF]/Cas9 technology is
already accelerating both research and therapeutics. We believe that its broad applications
in genomics research and cell biology research will greatly advance our knowledge of both basic
biology and diseases in the years to come.
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SUMMARY

Mutations in DMD disrupt the reading frame, prevent
dystrophin translation, andcauseDuchennemuscular
dystrophy (DMD). Here we describe a CRISPR/Cas9
platformapplicable to 60%ofDMDpatientmutations.
We applied the platform to DMD-derived hiPSCs
where successful deletion and non-homologous end
joining of up to 725 kb reframed the DMD gene. This
is the largest CRISPR/Cas9-mediated deletion shown
to date in DMD. Use of hiPSCs allowed evaluation of
dystrophin in disease-relevant cell types. Cardiomyo-
cytes and skeletal muscle myotubes derived from re-
framed hiPSC clonal lines had restored dystrophin
protein. The internally deleted dystrophin was func-
tional asdemonstratedby improvedmembrane integ-
rity and restoration of the dystrophin glycoprotein
complex in vitro and in vivo. Furthermore, miR31
was reduced upon reframing, similar to observations
in Becker muscular dystrophy. This work demon-
strates the feasibility of using a single CRISPR pair
to correct the reading frame for the majority of DMD
patients.

INTRODUCTION

Duchenne muscular dystrophy (DMD) is the most common fatal

genetic disease of childhood, affecting �1 in 3,500–5,000 boys.

In DMD, progressive muscle degeneration generally leads to

death in the twenties, and there are currently no highly effective

therapies. DMD is often caused by frameshifting exonic dele-

tions in DMD, which encodes dystrophin. Dystrophin stabilizes

the dystrophin glycoprotein complex (DGC) at the sarcolemma;

loss of functional dystrophin leads to the degradation of DGC

components, which results in muscle membrane fragility and

leakage of creatine kinase (CK) (Pearce et al., 1964). Approxi-

mately 60% of mutations causing DMD occur between DMD

exons 45–55 (Béroud et al., 2007). Multiple independent clinical

reports in patients and dystrophic mice have revealed that in-

frame deletions of exons 45–55 produce an internally deleted

dystrophin protein and are associated with a very mild Becker

muscular dystrophy (BMD) disease course, with some patients

still asymptomatic in their sixties (Béroud et al., 2007; Echigoya

et al., 2015; Nakamura et al., 2008; Taglia et al., 2015). Thus, ge-

netic manipulation to create a large deletion of exons 45–55 is a

therapeutic strategy to restore the reading frame for 60% of

DMD patients with mutations in this region.

One promising approach to induce genetic correction of

DMD is through the use of the bacterially acquired immune

surveillance system known as clustered regularly interspaced

short palindromic repeats (CRISPR) and CRISPR-associated

nuclease (Cas) 9. In this system a short guide RNA (gRNA), which

is complimentary to a specific site in the genome, is used to

target the Cas9 nuclease and induce double-stranded breaks

(DSBs). The DSBs can be repaired through non-homologous

end joining (NHEJ) or homology-directed repair.

Previous work has shown that CRISPR/Cas9 components can

modify the DMD gene (Li et al., 2015; Long et al., 2014, 2016;

Nelson et al., 2016; Ousterout et al., 2015; Tabebordbar et al.,

2016; Wojtal et al., 2016; Xu et al., 2015). In this investigation,

we describe a therapeutically relevant CRISPR/Cas9 platform

that we designed to modify DMD. Our platform involves excision

of exons 45–55 and NHEJ to reframe dystrophin through crea-

tion of an internally deleted protein that is stable and functional.

The internally deleted protein mimics the naturally occurring

exon 45–55 deletion observed in mild BMD patients and encom-

passes 60% of DMD patient mutations.

For the first time, we demonstrate CRISPR/Cas9-mediated

deletion and NHEJ of up to 725 kb of the DMD gene in human

induced pluripotent stem cell (hiPSC) lines. We show that

CRISPR/Cas9 reframed, hiPSC-derived skeletal and cardiac
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muscle cells express stable dystrophin that improvesmembrane

stability and restores a DGC member, b-dystroglycan. We also

demonstrate reduced microRNA 31 (miR31) levels after the

reading frame is restored, consistent with the observations

made in BMD patients (Cacchiarelli et al., 2011). Furthermore,

we show restoration of dystrophin and b-dystroglycan in vivo

after engraftment of reframed hiPSC-derived skeletal muscle

cells into a mouse model of DMD. This work sets the stage for

use of reframed DMD hiPSC-derived cells or in vivo correction

strategies using CRISPR/Cas9 for direct translation to patients

with DMD.

RESULTS

DMDhiPSC Lines Are Pluripotent andGenetically Stable
We have developed several xenobiotic-free hiPSC lines derived

from wild-type and DMD patient fibroblasts using current good

manufacturing practice protocols. Each DMD hiPSC line harbors

a unique frameshifting DMD mutation within the exon 45–55

hotspot region. All hiPSC lines (Center for Duchenne Muscular

Dystrophy [CDMD] 1003, 1006, and 1008) express pluripotency

markers (NANOG and SOX2) and are karyotypically normal (Fig-

ures 1A and 1B). CDMD hiPSCs maintain pluripotency, as they

form teratomas in vivo that represent all three germ layers (Fig-

ure 1C), and each harbor unique mutations (Figure 1D).

CRISPR/Cas9-Mediated Deletion and NHEJ of up to 725
kb in the DMD Gene
In order to delete exons 45–55 ofDMD, gRNAs were designed to

target introns 44 and 55. gRNA sites were chosen to only retain

�500 bp of the intron next to each of the flanking exons (44 and

56). The rationale for this design is to develop gRNAs applicable

to as many patient mutations as possible and to ensure that a

small functional chimeric intron is generated. During NHEJ, the

30 end of intron 44 and the 50 end of intron 55 join to create a

�1 kb chimeric intron (Figure 2A). We expect that introns gener-

ated in this manner are functional and splice correctly to create

an in-frame transcript, with exon 44 joined with exon 56.

Since hiPSCs are challenging to genetically manipulate, hu-

man embryonic kidney (HEK) 293FT cells were used to screen

five gRNAs at each intronic region. All gRNAs demonstrated in-

dividual cutting activity on Surveyor assay up to 34% (Figures

S1A and S1B). Using multiplex PCR, gRNAs transfected in pairs

were shown to effectively delete the entire 708 kb region encom-

passing exons 45–55 (Figures S1C and S1D).

In order to assess the feasibility of an exon 45–55 deletion

across different patient mutations, we applied our gRNAs to

three DMD hiPSC lines. The lines (CDMD 1003, 1006, and

1008) require �530 kb, 670 kb, or 725 kb, respectively, for suc-

cessful deletion and NHEJ of DMD. The gRNAs used were

shown to be active in all three lines and effectively deleted exons

45–55 (Figures S2 and S3). Transient puromycin selection of

cells nucleofected with the CRISPR plasmids improved the effi-

ciency of deletion in CDMD 1003 and 1006 hiPSCs (Figure S3D).

Clonal Reframed DMD hiPSC Lines Contain No Off-
Target Activity at Candidate Sites
Stably deleted DMD hiPSC lines were generated from CDMD

1003 and 1006 by clonal selection after nucleofection with the

gRNA pair 44C4 and 55C3 (Figures 2B and 2C) and are pluripo-

tent (Figures 2C and S4B). All reframed lines were karyotypically

normal except for one clone (CDMD 1003-81), which was found

to contain a 1q32 amplification confirmed via FISH analysis

Figure 1. CDMD hiPSCs Are Pluripotent and Genetically Stable

(A) CDMD hiPSCs were generated from DMD fibroblasts. Brightfield images

depict fibroblasts before and after reprogramming to hiPSCs. Immunocyto-

chemical staining reveals that cells express pluripotency markers NANOG

(green) and SOX2 (red). Scale bar, 100 mm.

(B) Karyotyping of all lines is shown.

(C) CDMD hiPSCs were injected into mice to test teratoma formation in vivo.

Representative H&E stainings of the three germ layers (endoderm, mesoderm,

and ectoderm) are shown.

(D) Patient mutations for each CDMD hiPSC line are shown. In addition, the

number of exons and the approximate distance necessary for successful

NHEJ is indicated, based on comparative genomic hybridization data for the

patient’s underlying mutation size.
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Figure 2. Generation of Stable, Pluripotent CDMD hiPSC Lines with an Exon 45–55 Deletion

(A) Shown is a cartoon (not to scale) of the region ofDMD targeted for CRISPR/Cas9-mediated deletion using gRNAs specific to introns 44 and 55 (lightning bolts).

Successful NHEJ deletes exons 45–55 and restores the reading frame for mutations within this region. Different deletion sizes are required depending on the

patient’s underlying mutation (black arrow heads).

(B) PCR genotyping of 117 and 109 single-cell clones from parental lines CDMD 1006 and 1003, respectively, was carried out on cells nucleofected with gRNAs

44C4 and 55C3. One clone from CDMD 1006 (CDMD 1006-1) and three from CDMD 1003 (CDMD 1003-49, 1003-57, and 1003-81) were identified as stably

(legend continued on next page)
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(Figure S4A), also observed in the original parental line and in all

daughter clones after post hoc analysis. The 1q32 amplification

is common in hPSCs after extended propagation in culture (De-

kel-Naftali et al., 2012), and thus was not a result of CRISPR-

mediated off-target activity. To determine off-target activity of

our gRNAs, the top ten homologous sites per guide were deter-

mined by COSMID (Cradick et al., 2014) and sequenced in all

clonal and parental lines. No off-target mutations were observed

at any site (Table S2). All variants, besides a heterozygous SNP in

chromosome 11, were detected in less than 1% of reads, which

is consistent with error in the sequencing method.

Dystrophin (DYSD45–55) Expression Is Restored in
Reframed DMD hiPSC-Derived Cardiomyocytes and
Skeletal Myotubes
CRISPR/Cas9-mediated deletion of DMD should result in an

internally deleted dystrophin protein lacking exons 45�55 (here-

after referred to as DYSD45–55). As hiPSCs do not express dystro-

phin, we differentiated the reframed DMD hiPSC clonal lines to

two disease-relevant cell types, cardiomyocytes and skeletal

muscle myotubes, using directed differentiation or overexpres-

sion (OE) of MyoD to evaluate rescue of DYSD45–55. PCR and

sequencing of the exon 44/56 boundary in cDNA from the re-

framed cardiomyocyte clones demonstrated correct splicing of

the dystrophin transcript (Figures S4C and S4D). Additionally,

both the reframed cardiac and skeletal muscle cell lines restored

dystrophin expression as assayed by immunocytochemistry and

western blot (Figures 3A–3C). Compared to wild-type CDMD

1002 or human skeletal muscle myotubes (HSMM), the band

was truncated by �66 kDa as expected.

DYSD45–55 Protein Restores Membrane Functionality to
Cardiomyocytes and Skeletal Myotubes In Vitro
Cardiomyocytes or skeletal myotubes lacking dystrophin

demonstrate membrane fragility in vitro and respond to osmotic

stress by releasing elevated levels of CK (Guan et al., 2014;

Menke and Jockusch, 1995), as is seen in human patients

(Pearce et al., 1964). To determine whether DYSD45–55 could

restore stability to dystrophic plasma membranes, we subjected

differentiated cardiomyocytes and skeletal muscle myotubes

derived from reframed and out-of-frame hiPSCs to hypo-os-

motic conditions. Cells were stressed by incubation in hypo-

osmolar solutions (66–240 mosmol) and CK release into the

supernatant was measured to show functional improvement

after dystrophin restoration. Both the reframed CDMD 1003-49

cardiomyocytes and skeletal muscle cells demonstrated re-

duced CK release, similar to wild-type (CDMD 1002), versus

the out-of-frame CDMD 1003 cells, indicating that DYSD45–55

was capable of reducing membrane fragility (Figure 4A). The

same trend was also observed with CDMD 1006/1006-1 cardio-

myocytes (Figure S4E). After normalizing and pooling all experi-

ments, we observed that significantly less CK was released at

93, 135, and 240 mosmol in the reframed and wild-type cells

compared to out-of-frame (Figure S4F).

CRISPR/Cas9 Reframing Correlates with miR31 Levels
in Skeletal Myotubes In Vitro
Elevated levels of miR31 have been observed in DMD patient bi-

opsies compared to wild-type or BMD (Cacchiarelli et al., 2011).

We measured levels of miR31 using droplet digital PCR (ddPCR)

after differentiation of out-of-frame and reframed CDMD hiPSCs

to skeletal myotubes. Reframing DMD reduced levels of miR31

(similar to wild-type cells) compared to out-of-frame DMD, as

is observed in human dystrophinopathies (Figure 4B). Thus, re-

framing the DMD gene normalizes miR31 levels similar to

BMD, demonstrating functional rescue of the dystrophic pheno-

type to a BMD phenotype.

DYSD45–55 Protein Restores the DGC In Vitro and In Vivo
As a third assay of DYSD45–55 functionality, we evaluated its abil-

ity to restore the DGC in vitro and in vivo. The DGC member

b-dystroglycan was restored and detected at the membrane of

reframed hiPSCs, but not out-of-frame hiPSCs, after directed

differentiation to skeletal muscle in vitro by immunostaining

and western blot (Figures 4C and 4D). Additionally, skeletal mus-

cle cells derived from a wild-type (CDMD 1002), out-of-frame

(CDMD 1003), or reframed (CDMD 1003-49) hiPSC line were in-

jected into the tibialis anterior (TA) of NOD scid IL2Rgamma

(NSG)-mdx mice. Correctly localized dystrophin and b-dystro-

glycan was only observed in engrafted human cells (demarked

by human lamin A/C and spectrin) from the reframed or wild-

type lines (Figures 4E and 4F). These studies taken together

with the hypo-osmotic stress assays demonstrate the ability of

DYSD45–55 to functionally reassemble the DGC and restoremem-

brane stability in vitro and in vivo.

DISCUSSION

Using CRISPR/Cas9 gene editing, we have induced the largest

deletion accomplished to date in DMD hiPSCs and restored a

functional dystrophin protein. Deletion of DMD exons 45–55

has the potential to be therapeutically relevant to 60% of DMD

patients. Since this internal deletion has been associated with

a very mild disease course in multiple independent patients, a

therapy utilizing this approach should create a highly functional

dystrophin. We showed successful deletion of exons 45–55

using a single gRNA pair and did not identify any off-target activ-

ity at the top ten homologous sites; however, a more compre-

hensive and unbiased approach should be undertaken such

as whole-genome sequencing. Importantly, removal of exons

45–55 resulted in stable dystrophin protein (DYSD45–55) in both

cardiomyocytes and skeletal myotubes in vitro. Functionality of

deleted. Deletion PCR genotyping results for six hiPSC clonal lines is shown. One pair of primers (red arrows in A) was located internal to the deletion and only

produced a 1,201 bp band in the undeleted clones CDMD 1003-13 and 1003-51. Another primer set (purple arrows in A) flanked the deletion region and produced

a 788 bp band only when the deletion and NHEJ occurred successfully, as in the reframed clones CDMD 1006-1, 1003-49, 1003-57, and 1003-81.

(C) Each clonal line maintained normal morphology (brightfield) and expressed NANOG (green) and SOX2 (red) by immunocytochemistry. Scale bar, 100 mm.

Shown to the right is the sequence of the gDNA at the rejoining site between introns 44 (I44) and 55 (I55). Sequencing revealed a 16 bp deletion in CDMD 1006-1, a

2 bp insertion in CDMD 1003-49, and 1 bp insertions in CDMD 1003-57 and CDMD 1003-81.

See also Figures S1, S2, S3, S4A, and S4B.
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DYSD45–55 was tested in cardiomyocytes and skeletal muscle

derived from reframed DMD hiPSCs and demonstrated im-

provedmembrane stability by a physiologically relevantmeasure

of CK release, similar to wild-type. The ability to evaluate cardi-

omyocyte functionality is an advantage of using hiPSCs, as

some current preclinical and clinical studies for DMD therapies

do not efficiently target the heart (e.g., exon skipping; Arecha-

vala-Gomeza et al., 2012). Additionally, we demonstrated a

normalization in miR31 levels, a microRNA that inhibits dystro-

Figure 3. Reframed CDMD hiPSC-Derived

Skeletal Muscle and Cardiomyocytes

Restore Dystrophin Expression

(A) Immunocytochemical staining of human

myosin heavy chain (MyHC, red) and dystrophin

(green) of wild-type (CDMD 1002), out-of-frame

(CDMD1003 or 1006) or reframed (CDMD 1003-49

or 1006-1) cardiomyocytes derived from hiPSCs

by directed differentiation. Inset depicts zoomed

in region defined by the white box. Scale bar,

50 mm.

(B) Immunocytochemical staining of MyHC (red)

and dystrophin (green) of wild-type (CDMD 1002),

out-of-frame (CDMD 1006) or reframed (CDMD

1006-1 or 1003-49) skeletal muscle myotubes

derived from hiPSCs. Myotubes were fused after

MyoD OE or from sorted NCAM+ cells after an

adapted directed differentiation 50-day protocol

was used. Inset depicts zoomed-in region defined

by the white box. Scale bar, 100 mm.

(C) Western blots of cell extracts probed with anti-

dystrophin. Extracts were from out-of-frame and

reframed cardiomyocytes (left) and skeletal mus-

cle myotubes (right), derived from CDMD hiPSCs.

Wild-type (wt) hiPSCs (CDMD 1002) or human

skeletal muscle myotubes (HSMM) were used as a

control for dystrophin. The molecular weight shift

caused by the exon 45–55 deletion (1779 bp,

�66 kDa) is evident in reframed versus wild-type

dystrophin (arrows). A non-specific band around

220 kDa was seen in some samples. Samples

were also probed with anti-MyHC as a loading

control (bottom panels).

See also Figures S4C and S4D.

phin, after reading frame restoration,

similar to what is observed in human

BMD patients (Cacchiarelli et al., 2011).

Finally, we show restored DGC localiza-

tion in vitro and in vivo, which further val-

idates the functionality of DYSD45–55.

Previous work by Ousterout et al.

(2015) demonstrated that multiplexed

gRNAs can restore the DMD reading

frame in primary myoblasts. However,

myoblasts do not provide a renewable

source of stem cells, which is a require-

ment for long-term therapeutic efficacy

(Partridge, 2002). In contrast, we used

hiPSCs, which offer the opportunity to

evaluate the internally deleted dystrophin

protein in multiple cell types that are

affected in DMD, and in future studies,

they may provide a renewal source of corrected progenitor cells.

Our work is further distinguished from previous studies as we are

the only group to show restoration of dystrophin function on

membrane integrity, miR31 expression, and the DGC in cardiac

and skeletal muscle cells following CRISPR-mediated gene

editing.

An advantage of our CRISPR platform is the therapeutic

potential of a single pair of gRNAs to treat the majority of

DMD patients. By designing gRNAs that accomplish a
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Figure 4. Reframed hiPSC-Derived Cardiomyocytes and Skeletal Muscle Cells Demonstrate Restored Function In Vitro and In Vivo

(A) Representative graphs of CK release assays from cells exposed to hypo-osmotic conditions. Cardiomyocytes and skeletal muscle myotubes derived from

hiPSCs were subjected to a range of osmolarities below 240 mosmol, and CK release to the supernatant was measured as an indication of membrane fragility.

Data are presented as average ± SE.

(legend continued on next page)
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deletion that encompasses the majority of DMD mutations,

this approach is optimized for future clinical studies. It would

be unreasonable to design, validate, and evaluate off targets

for every new CRISPR pair tailored for each individual patient.

Additionally, CRISPR/Cas9 is advantageous over exon skip-

ping, as it results in permanent restoration of the reading

frame as opposed to transient effects on RNA splicing. Previ-

ously, Li et al. (2015) used CRISPR/Cas9 to induce exon skip-

ping, frameshifting, or exon knockin to restore dystrophin in a

DMD hiPSC line with an exon 44 deletion; however, their plat-

form is only applicable to 3%–9% of DMD patients (Bladen

et al., 2015), and two of their strategies relied on the creation

of indels, which would be difficult to apply consistently to

each patient. While Ousterout et al. deleted exons 45–55,

they removed significantly less of the intervening region

(336 kb) and thus their approach would cover fewer patient

mutations within the hotspot region. This is because many

mutations extend into the intronic region; thus, by designing

gRNAs that encompass more of the intron, our platform is

applicable to more patients.

Another benefit of using this platform to delete a large portion

of DMD, as opposed to single exons, is the known correlation of

DYSD45–55 with amild BMDphenotype. Large deletions in the rod

domain of dystrophin often produce a more functional (more like

wild-type) protein, than even very small deletions (Harper et al.,

2002). Larger deletions, which remove hinge III (exons 50–51),

are believed to lead to a milder BMD phenotype than smaller de-

letions, or those that retain hinge III (Carsana et al., 2005). Thus,

in many cases larger deletions are more therapeutically benefi-

cial than smaller ones, due to the way they affect the secondary

structure of the protein.

In summary, we have developed a potentially therapeutic

gene editing platform for DMD to permanently restore the dys-

trophin reading frame in multiple patient-derived hiPSCs. Our

approach using CRISPR/Cas9 and NHEJ deletes up to 725

kb of DMD encompassing exons 45–55 and restores dystro-

phin protein function in both cardiomyocytes and skeletal mus-

cle cells derived from reframed hiPSCs. A current limitation of

this platform is that clinical protocols still need to be developed

that allow rapid clonal line derivation and the utilization of

hiPSC-derived cardiac and skeletal muscle progenitors com-

bined with gene correction. Alternatively, CRISPR/Cas9 to

restore the reading frame in DMD mouse models has been

delivered directly in vivo (Long et al., 2016; Nelson et al.,

2016; Tabebordbar et al., 2016). Thus, applications of this plat-

form in the future will allow for the development of an in situ

gene strategy or ex vivo gene correction followed by autolo-

gous cell transplantation, either of which offers tremendous po-

tential for DMD.

EXPERIMENTAL PROCEDURES

Differentiation of hiPSCs to Skeletal Muscle Cells and

Cardiomyocytes

Skeletal muscle differentiation from hiPSCs was induced using OE of a tamox-

ifen inducible MyoD-ERT lentivirus or an adapted 50 day directed differentia-

tion protocol where NCAM+ HNK1� cells underwent fluorescence-activated

cell sorting at day 50. Cardiomyocytes were derived through aggregates

over 30 days. See Supplemental Experimental Procedures.

Engraftment into Immunodeficient Mice

NSG immunodeficient mice (Jackson Laboratory) were crossed to mdx scid

mice (Jackson Laboratory) to generate NSG-mdx mice (see Supplemental

Experimental Procedures). Five- to seven-week-old NSG-mdx mice were

pretreated with 50 ml of 10 mM cardiotoxin (Sigma-Aldrich) injected into the

right TA 24 hr prior to engraftment. For MyoD OE cells, 100 ml of 5 mg/ml

tamoxifen (Sigma-Aldrich) was i.p. injected for 5 days beginning on the day

prior to engraftment. 1 3 106 cells in HBSS were injected intramuscularly

and the TA was harvested after 30 days. See Supplemental Experimental

Procedures.

Hypo-osmotic Stress CK Release Assay

Terminally differentiated skeletal muscle cells and cardiomyocytes plated in

duplicate were stressed by incubation in hypo-osomolar solutions ranging

from 66 to 240 mosmol (see Supplemental Experimental Procedures) for

20 min at 37�C. CK was measured in triplicate from the supernatant and cell

lysate with the Creatine Kinase-SL kit (Sekisui Diagnostics) according to the

manufacturer’s instructions.

SUPPLEMENTAL INFORMATION

Supplemental Information for this article includes four figures, two tables and

Supplemental Experimental Procedures and can be found with this article on-

line at http://dx.doi.org/10.1016/j.stem.2016.01.021.
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(B) Fold change in expression of miR31 measured by ddPCR in myotubes derived from out-of-frame or reframed hiPSCs by MyoD OE, normalized to wild-type

(CDMD 1002). Data are presented as average ± SD.

(C)Western blots of cell extracts probedwith anti-b-dystroglycan. Extracts were from out-of-frame and reframed skeletal musclemyotubes derived byMyoDOE.

HSMM was used as a positive control. Samples were also probed with anti-MyHC as a loading control (bottom panel).

(D) Immunocytochemical staining of MyHC (red) and b-dystroglycan (green), a component of the DGC, in wild-type (CDMD 1002), out-of-frame (CDMD 1006), or

reframed (CDMD 1006-1) skeletal muscle myotubes. Inset depicts zoomed-in region defined by the white box. Scale bar, 50 mm.

(E) Assessment of human dystrophin restoration in wild-type (CDMD 1002), out-of-frame (CDMD 1003), and reframed (CDMD 1003-49) MyoD OE cells engrafted

into the TA of NSG-mdxmice. Engrafted human cells were identified by co-immunostaining for human spectrin and lamin A/C (shown in red). Positive staining for

human dystrophin is shown in green and all fibers are shown using laminin (gray). All sections were stained with DAPI (blue) to identify nuclei. Scale bar, 100 mm.

(F) Assessment of b-dystroglycan restoration in human fibers fromwild-type (CDMD 1002), out-of-frame (CDMD 1003), and reframed (CDMD 1003-49) MyoD OE

cells engrafted into the TA of NSG-mdx mice. Engrafted human cells were identified by co-immunostaining for human spectrin and lamin A/C (shown in red).

Positive staining for dystrophin is shown in gray and b-dystroglycan is shown in green. All sections were stained with DAPI (blue) to identify nuclei. Cell order is the

same as noted in (E). Scale bar, 20 mm.

See also Figures S4E and S4F.
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SUMMARY

Developing technologies for efficient and scalable
disruption of gene expression will provide power-
ful tools for studying gene function, develop-
mental pathways, and disease mechanisms. Here,
we develop clustered regularly interspaced short
palindromic repeat interference (CRISPRi) to repress
gene expression in human induced pluripotent stem
cells (iPSCs). CRISPRi, inwhich a doxycycline-induc-
ible deactivated Cas9 is fused to a KRAB repression
domain, can specifically and reversibly inhibit gene
expression in iPSCs and iPSC-derived cardiac pro-
genitors, cardiomyocytes, and T lymphocytes. This
gene repression system is tunable and has the poten-
tial to silence single alleles. Compared with CRISPR
nuclease (CRISPRn), CRISPRi gene repression is
more efficient and homogenous across cell popula-
tions. The CRISPRi system in iPSCs provides a
powerful platform to perform genome-scale screens
in a wide range of iPSC-derived cell types, dissect
developmental pathways, and model disease.

INTRODUCTION

To understand the biological roles of genes in development and

disease, we must decipher the relationships between genotype

and phenotype. Until recently, RNAi has been the most

commonly used loss-of-function tool to study human biology

(Boettcher and McManus, 2015). However, RNAi suffers from

off-target effects and incomplete silencing of the desired gene

(Jackson et al., 2003; Kim et al., 2013b; Krueger et al., 2007).

Alternatively, programmable nucleases, such as zinc-finger

nucleases (ZFNs) and transcription activator-like effector nucle-

ases (TALENs), allow more precise gene editing in model organ-

isms, particularly in mammalian and human systems (Gaj et al.,

2013; Kim and Kim, 2014). While ZFNs and TALENs are efficient

tools for targeting single alleles, they cannot be easily used for

library-scale loss-of-function studies.

In 2012, clustered regularly interspaced short palindromic

repeat (CRISPR) technology emerged as a new tool for gene ed-

iting. This technology is a microbial adaptive-immune system

that uses RNA-guided nucleases to recognize and cleave foreign

genetic elements (Doudna and Charpentier, 2014; Wiedenheft

et al., 2012). The recently engineered CRISPR/Cas9 system con-

sists of two components: a single-chimeric guide RNA (gRNA)

that provides target specificity and aCRISPR-associated protein

(Cas9) that acts as a helicase and a nuclease to unwind and cut

the target DNA (Cong et al., 2013; Mali et al., 2013). In this sys-

tem, the only restriction for targeting a specific locus is the pro-

tospacer adjacent motif (PAM) sequence (‘‘NGG’’ in the case of

SpCas9) (Doudna and Charpentier, 2014).

CRISPR nuclease (CRISPRn) has been used for genome-scale

screens to identify essential genes for cell viability in cancer and

embryonic stem cells (Shalem et al., 2014) and human leukemic

cell lines (Wang et al., 2014, 2015). However, CRISPRn may not

be the most robust system for loss-of-function studies, because

it is limited by the number of cells within a population that do not

produce knockoutphenotypes (González et al., 2014). In addition,

partial loss- or gain-of-function phenotypes can be generated by

Cas9-induced in-frame insertion/deletions (INDELs) and hypo-

morphic alleles (Shi et al., 2015), which can obscure the readout.

The nuclease deactivated version of Cas9 (dCas9) blocks

transcription in prokaryotic and eukaryotic cells (known as

CRISPR interference; CRISPRi) (Qi et al., 2013). More recently,

dCas9 was fused to the Krüppel-associated box (KRAB)

repression domain to generate dCas9-KRAB, producing a
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more efficient transcriptional interference (Gilbert et al., 2013,

2014; Kearns et al., 2014). To further this effort, we aimed to

use CRISPRi technology to efficiently repress genes to study

early differentiation and model disease with human induced

pluripotent stem cells (iPSCs) (Takahashi et al., 2007).

iPSCs are well suited to study early embryonic development

and disease since they can produce different functional cell

types in vitro (Sterneckert et al., 2014). Early embryonic develop-

ment consists of a series of accurately timed events that affect

gene activation and repression (Bolouri and Davidson, 2003).

Therefore, precisely regulating the timing and dosage of

transcription factors critically affects embryonic development

(McFadden et al., 2005; Takeuchi et al., 2011), and dysregulation

in the timing and dosage of transcripts can lead to disease devel-

opment (Theodoris et al., 2015). In this study, we compared

inducible CRISPR systems for gene knockout (using Cas9) or

knockdown (using dCas9-KRAB) to enable temporal control of

loss-of-function phenotypes in iPSCs and differentiated cell

types.

RESULTS

Generation of CRISPRi and CRISPRn iPSC Lines
For loss-of-function studies, we independently derived multiple

stable CRISPRi and CRISPRn human iPSC clones in two genetic

backgrounds: wild-type B (WTB) and wild-type C (WTC)

(Miyaoka et al., 2014). In separate targeting events, the CRISPRi

and CRISPRn constructs (see Supplemental Experimental Pro-

cedures) were integrated into the AAVS1 locus of WTB and

WTC iPSCs using a TALEN-assisted gene-trap approach (Fig-

ures 1A, 1B, and S1). Transgenes integrated at the AAVS1 locus

remain transcriptionally active in both iPSCs and differentiated

cell types (Hockemeyer et al., 2011; Lombardo et al., 2011).

We generated several different versions of the CRISPRi system

that are either inducible or constitutive; the inducible CRISPRi

(Gen1 and Gen2) clones express dCas9-KRAB (KRAB domain

fused at the N terminus) from the inducible TetO promoter, while

the constitutive CRISPRi clones (Gen3) express dCas9-KRAB

under the constitutively active CAG promoter. The CRISPRn

(Gen1) clones express Cas9 under the inducible TetO promoter

(Figure S1).

The average efficiency of forming stable clones was�350 col-

onies per million iPSCs transfected with AAVS1 TALENs and

donor plasmid (data not shown). From each condition, multiple

independent colonies were isolated and expanded. A subset of

the stable colonies from each targeting vector was screened

using junction PCR. Two putative colonies from each targeting

event were further characterized by stably introducing an

OCT4-specific gRNA and performing knockdown or knockout

assays with immunofluorescence and western blot analysis. All

putative CRISPRi clones containing an OCT4-specific gRNA

showed efficient knockdown (>95%) of OCT4 in bulk popula-

tions, while a significant fraction of the CRISPRn cells remained

OCT4 positive (�30%–40%) in bulk populations containing

OCT4-specific gRNA (Figure S1). One clone each from CRISPRi

and CRISPRn (Gen1 lines in the WTC genetic background) were

subsequently used as lead clones for further studies.

To enable non-invasive and high-throughput phenotypic anal-

ysis in iPSC-derived cardiomyocytes (iPS-CMs), we performed

a second targeting event that introduced the green fluorescent

calcium-modulated protein 6 fast type (GCaMP) calcium sensor

(Chen et al., 2013) into the other AAVS1 locus of the CRISPRi

cell line. The GCaMP transgene is driven off the strong, constitu-

tive CAG promoter (Figure S1). We found that CRISPRi iPSCs

could differentiate into iPS-CMs, so that we could measure cal-

cium transientsbasedon theGCaMP-fluorescent intensity (Movie

S1) (Huebsch et al., 2015). Lead CRISPRi and CRISPRn iPSCs

were karyotypically normal (Figures S2A and S2B) and expressed

pluripotency markers, as expected (Figures S2C and S2D).

RNA-sequencing (RNA-seq) analysis indicated that expres-

sion of dCas9-KRAB or Cas9 was undetectable in the absence

of doxycycline, and addition of doxycycline without any gRNA

resulted in robust selective induction of dCas9-KRAB or Cas9,

while the rest of the transcriptome remained virtually unchanged

(Figures S2E and S2F). Furthermore, the RNA-seq data suggest

that the addition of the KRAB domain has no detectable off-

target effects when compared to expression of Cas9 alone.

Remarkably the one gene that appeared to be upregulated

upon doxycycline induction (without gRNA) was the same gene

(Vimentin; VIM) for both CRISPRi and CRISPRn cells (Figures

S2E and S2F). Since the same gene is upregulated for CRISPRi

and CRISPRn cells, we suspect it may represent an off-target

activity of the doxycycline-induced transactivator. Importantly,

our experiments suggest that the expression of dCas9-KRAB

alone has no additional effects on gene expression.

We also expressed dCas9-KRAB and Cas9 by continuously

culturing CRISPRi and CRISPRn lines with doxycycline for

3 weeks (four passages). With this long-term treatment, we

observed no cytotoxicity, decrease in proliferation, or change

in morphology in these cells (Figures S2G and S2H). Using a

droplet digital PCR (ddPCR)-based copy-number assay, we

measured the number of integration events (Figure S2I). We

further validated on-target integration sites on the lead CRISPRi

and CRISPRn clones with junction PCR (Figure S2J) and verified

their sequences (data not shown).

To further ensure there was no leaky expression of the single

doxycycline-inducible vector, we measured the protein levels

of dCas9-KRAB and Cas9 in iPSCs. With immunostaining, flow

cytometry and western blots did not detect dCas9-KRAB or

Cas9 protein without doxycycline in either CRISPRi or CRISPRn

iPSCs, indicating that the TetO promoter has high fidelity in the

AAVS1 locus. After doxycycline treatment, all cells in the

CRISPRi and CRISPRn lines expressed dCas9-KRAB or Cas9

within 48 hr, respectively (Figures 1C–1H). dCas9-KRAB and

Cas9 were expressed at similar levels after induction, and both

proteins rapidly degraded after removing doxycycline (Figures

1F, 1H, and S2K). These data showed that dCas9-KRAB and

Cas9 expression could be tightly regulated with the TetO pro-

moter, which would support studies that rely on precisely timing

gene knockdown or knockout.

Comparison of Loss of Function between CRISPRi and
CRISPRn
To compare CRISPRi and CRISPRn for loss-of-function studies,

we designed a gRNA that targets the first exon of NANOG,

a transcription factor necessary for maintaining the pluripotency

network. We selected NANOG as our first target gene because

its deficiency is sufficient to give an immediate readout, as
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indicated by a clear loss of pluripotent cell morphology (Hayashi

et al., 2015). In general, Cas9 can disrupt gene function at any

given exon (Doench et al., 2014), while dCas9-KRAB knocks

down gene expression only when gRNAs are targeted to the

transcription start site (TSS) (Gilbert et al., 2014). Hence, for

this comparative study, we used the same gRNA sequence

for both CRISPRi and CRISPRn. Here, we introduced a gRNA

targeting 358 bp downstream of the NANOG TSS (142 bp into

exon 1 of NANOG) into the CRISPRi and CRISPRn clones and

selected subclones (as described in Experimental Procedures).

We then treated multiple independent subclones of CRISPRi

and CRISPRn iPSCs containing the NANOG gRNA-expression

vector (as indicated by mKate2 expression) with doxycycline

(Figure 2).

With CRISPRi, we found that NANOG expression was

completely lost (>99%) in multiple independent iPSC subclones

after doxycycline treatment (Figures 2A, 2C, 2E, S3A, and S3C).

However, with CRISPRn, only 60%–70%of the cells lost NANOG

expression in multiple independent subclones post-doxycycline

induction (Figures 2B, 2D, 2G, S3B, andS3D). Next, we extracted

genomic DNA from NANOG gRNA-containing CRISPRi and

CRISPRn iPSCsandperformed sequence analysis. As expected,

we found that CRISPRi iPSCs did not harbor anymutations in the

NANOG locus pre- or post-doxycycline treatment (Figure 2F).

However, with CRISPRn, after 12–17 days of continuous doxy-

cycline treatment, among the mutated alleles, 30%–50% of

the sequences contained in-frame INDELs at the cut site (a total

of 77 sequenced clones) (Figure 2H).

A B 

C D 

E H 

CRISPRnCRISPRi

F G 

1 2 AAVS1 Locus 
TALEN cut site

rtTA

Neo 
dCas9-KRAB  

KI Donor

CAG 

TRE3G SA
 

T2
A 

dCas9 

p2
A 

mCherry K
R

A
B

 

1 2 AAVS1 Locus 
TALEN cut site

rtTA

Puro
Cas9 KI  

Donor

CAG 

TRE3G SA
 

T2
A 

Cas9 3X
FL

A
G

 

dCas9 
-KRAB 

GAPDH 

D
ox

+ 
D

ox

D1 

Off Dox

D2 D3 

Cas9 

GAPDH 

D
ox

+ 
D

ox

D1 

Off Dox

D2 D3 

C
ou

nt

FLAG

FLAG+

C
ou

nt

mCherry

mCherry+

dCas9-KRAB DAPI Merge 

100 µm 

D
ox

dCas9-KRAB 

+ 
D

ox

DAPI Merge 

100 µm 

Cas9 

D
ox

DAPI Merge 

100 µm 

Cas9 

+ 
D

ox

DAPI Merge 

100 µm 

Figure 1. Generation and Characterization of Inducible CRISPRi and CRISPRn iPSCs

(A and B) Schematic overview of the strategy for TALEN-mediated targeting to the AAVS1 locus to generate the CRISPRi and CRISPRn iPSC lines. The

doxycycline-controlled reverse transcriptional activator (rtTA) is driven by a strong constitutive promoter (CAG). The third-generation doxycycline-response

element (TRE3G) drives transcription of either Cas9 (CRISPRn) or dCas9-KRAB-P2A-mCherry (CRISPRi) and is oriented in the opposite direction of the

transactivator to ensure no leaky expression without doxycycline treatment.

(C and D) Immunostaining of CRISPRi and CRISPRn colonies before and after 48 hr of doxycycline treatment with an antibody against Cas9 (green). Nuclei are

stained with DAPI (blue). All nuclei showed expression of dCas9-KRAB or Cas9 after adding doxycycline.

(E and G) Flow cytometry analysis of CRISPRi and CRISPRn iPSC lines before and after 48 hr of doxycycline treatment. Doxycycline treatment of CRISPRi and

CRISPRn produced expression of mCherry and FLAG in all cells, respectively. The doxycycline-untreated sample is plotted in gray.

(F and H) CRISPRi and CRISPRn iPSC lines were treated with doxycycline (2 mM) for 24 hr, which was then removed to measure the protein half-life of dCas9-

KRAB and Cas9. Total protein was extracted from samples and analyzed by western blot with antibodies against Cas9 and GAPDH as a loading control. Both the

CRISPRi and CRISPRn clones express dCas9-KRAB and Cas9 at similar levels after doxycycline treatment, and the half-life of both proteins was�12 hr in iPSCs.

Scale bars, 100 mm.
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To further compare CRISPRi with CRISPRn, we targeted

another pluripotency transcription factor, OCT4, with two in-

dependent gRNAs. Similar to our findings with NANOG, OCT4
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Figure 2. Comparison of the Efficiency

of CRISPRi Knockdown and CRISPRn

Knockout

(A and B) Immunostaining of representative (A)

CRISPRi and (B) CRISPRn stable clones, each

containing the same gRNA targeting the first exon

of NANOG (NANOG g+358). After 7 days of doxy-

cycline treatment,NANOG expression (green) was

completely lost in all CRISPRi clones but showed

a variegated pattern of knockout in multiple inde-

pendent CRISPRn clones. The mKate2 signal in-

dicates the presence of the gRNA-expression

vector in all cells within the clone. Nuclei are

counterstained with DAPI.

(C, D, E, and G) Western blot and flow cytometry

analyses of (C and E) CRISPRi and (D and G)

CRISPRn stable clones that contain the same

gRNA against the first exon of NANOG. With

CRISPRi, NANOG expression was uniformly

decreased during doxycycline treatment and did

not increase thereafter; however, with CRISPRn,

the percentage of NANOG-positive cells fluctu-

ated during doxycycline treatment. Even after

12 days of continuous doxycycline treatment,

�30% of the population stained positive for

NANOG.

(F and H) Genomic DNA was extracted from (F)

CRISPRi and (H) CRISPRn stable lines containing

a gRNA against NANOG before and after contin-

uous doxycycline treatment for up to 17 days

and subjected to sequencing. Red, out-of-frame

INDELs; orange, in-frame INDELs; green, non-

mutated alleles. Even after 12–17 days of

continuous doxycycline treatment, 50%–70% of

sequenced alleles from CRISPRn contained no

mutation, and 30%–50% of mutated alleles were

in-frame INDELs. No mutations were observed in

either CRISPRi or CRISPRn without doxycycline,

and the CRISPRi clones did not contain any

mutations after doxycycline treatment. The total

number of sequenced colonies is listed below

each pie graph.

Scale bars, 500 mm.

was completely knocked down in inde-

pendent CRISPRi clones expressing the

gRNA vector after doxycycline treatment

(Figure S3E). In contrast, the attempted

knockout of OCT4 with CRISPRn again

yielded incomplete effects (Figure S3F).

These findings were also replicated in

a completely different iPSC line (WTB

genetic background; CRISPRi Gen1B

and CRISPRn Gen1B) (Figures S1D and

S1F). We analyzed the genomic DNA of

CRISPRn cells after 14 days of contin-

uous doxycycline treatment and found

30%–40% of the mutated alleles had in-

frame INDELs (a total of 91 sequenced

clones) (Figure S3G). These results sug-

gested that, in the context of targeting pluripotency factors,

CRISPRi more rapidly generates loss-of-function phenotypes

in bulk populations than CRISPRn. CRISPRi caused a complete

544 Cell Stem Cell 18, 541–553, April 7, 2016 ª2016 Elsevier Inc.



loss of transcript expression and rapid cell differentiation when

targeting NANOG and OCT4 within 5–7 days of knockdown initi-

ation. With CRISPRn, even after �2 weeks of doxycycline treat-

ment, a significant fraction (30%–40%) of the cells remained

NANOG and OCT4 positive and maintained their pluripotency.

Therefore, we focused on using CRISPRi as a loss-of-function

tool in subsequent experiments.

CRISPRi Is Most Effective near the TSS
To further test the efficacy of gRNAs in CRISPRi, we designed

multiple gRNAs that target near the TSS of OCT4. With flow

cytometry assays for OCT4 staining (Figure 3A), we found that

most gRNAs targeting near the TSS (approximately �150 bp

to +150 bp around the TSS in this study) were highly effective at

gene knockdown, but gRNAs targeting significantly (>700 bp)

downstreamof the TSSwere not. This result agreeswith previous

data (Gilbert et al., 2014) and suggests that CRISPRi primarily

blocks transcription at initiation, which reduces the likelihood

of off-target effects from transcript interference elsewhere in

the genome. Following these design criteria, for subsequent

gene targets, we designed gRNAs to target near the TSS.

CRISPRi Efficiently Knocks Down a Broad Range of
Genetic Loci
To test the efficiency of CRISPRi across a broad range of genetic

loci in both iPSCs and differentiating/differentiated cell types, we
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Figure 3. CRISPRi Knockdown Is Efficient in iPSCs
(A) Efficiency of gRNA knockdown based on proximity to the transcription start site (TSS). The binding location of each gRNA is indicated relative to the TSS of the

OCT4 locus and whether it targets the template (T) or non-template (NT) strand. Only gRNAs targeting near the TSS (approximately ±150 bp) effectively knocked

down OCT4.

(B) TaqMan qPCR analysis of stable iPSCs containing gRNA against the gene of interest showed greater than 90% knockdown efficiency after 7 days of

doxycycline induction in different endogenous genetic loci.

(C) Immunostaining of stable clones containing a single gRNA against the gene of interest (OCT4, SOX2, NANOG, and BAG3). After 7 days of doxycycline

treatment, there was a complete knockdown of the protein of interest (green). As expected, DAPI staining revealed that knocking down OCT4, NANOG and

SOX2 resulted in loss of pluripotency and clear morphological changes. Also, knocking down BAG3 did not cause a loss of pluripotent morphology, as indicated

by the distinct and round colony edges.

Error bar represents SD.
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designed gRNAs against a total of nine genomic loci. The loci

included core pluripotency transcription factors (OCT4,NANOG,

and SOX2), kinases (ROCK1 andGSK3-b), a cardiacmesoderm-

transcription factor (MESP1), and cardiac disease-associated

genes (BAG3, MYBPC3, and HERG). Except for MESP1 (ex-

pressedonly transiently in cardiacmesodermcells) andMYBPC3

(expressed only in cardiomyocytes), all other genes are ex-

pressed in iPSCs at different levels. We generated populations

of CRISPRi iPSCs containing stably integrated gRNA-expression

constructs. We then cultured these stable polyclones or clonal

populations either with or without doxycycline for at least 7 days.

Three to five gRNAs were designed to target near the TSS of

each gene and initially were tested individually in polyclonal

populations. Approximately half of the tested gRNAs were active

in polyclonal populations with a silencing activity of over 70%

(Figure S4A). We did not observe a difference in the knockdown

efficiency between gRNAs targeting either the template or non-

template strands (Figures 3A, S4A, and S4B). The most active

gRNA-containing polyclonal line was further passaged and

subcloned for more detailed knockdown analysis. Using the

most active gRNA, we achieved 90%–99% knockdown of the

gene of interest in a selected population of iPSCs after doxycy-

cline treatment (Figure 3B). As expected, when we subcloned

polyclonal populations via single-cell cloning, we observed a

higher percentage of transcriptional knockdown. With immuno-

fluorescence analysis we found that iPSC clones expressing

gRNAs against OCT4, NANOG, SOX2, and BAG3 showed com-

plete lossof target protein expression 7days after doxycycline in-

duction. In cells expressing gRNAs against the core pluripotency

transcription factors OCT4, NANOG, and SOX2, we observed

clear morphological changes and a loss of pluripotency after

doxycycline induction; however, loss of a non-pluripotency

gene (BAG3) did not affect pluripotent morphology (Figure 3C).

Using the Gen1 CRISPRi knockin vector, we targeted non-

iPSCs with a different genetic background to determine how

broadly this technology can be applied to other cell types. A T-

lymphocyte (CEM) CRISPRi line was generated, as described in

Experimental Procedures. Similar to the iPSC experiments,

gRNAs were introduced to the stable CEM CRISPRi cell line,

and cells cultured in either the presence or absence of doxycy-

cline for 10 days. Three gRNAs were tested to knock down

CD4 in CEM-CRISPRi cells, and all showed greater than 70%

knockdown efficiency in polyclonal populations (Figure S4B).

The most active gRNA-containing polyclone was subcloned,

and three independent clonal lines were isolated and assayed

for knockdown, where greater than 95% knockdown efficiency

was observed (Figure S4C). These results clearly demonstrate

thedoxycycline-inducibleCRISPRi vector system ishighly versa-

tile and transportable to other cell lines and shows high efficiency

of knockdown across a range of cell types and genetic loci.

CRISPRi Knockdown Is Reversible and Tunable and Can
Be Allele Specific
GCaMP is a calcium-sensitive modified GFP and, thus, can be

used as a fluorescent reporter under steady-state levels of cyto-

plasmic Ca2+ (Apáti et al., 2013). Using GCaMP (driven off the

strong constitutive promoter, CAG), we monitored the green-

fluorescence signal in iPSCs to determine if we could knock

down GCaMP and then reverse its expression by removing

doxycycline from the culture. We found that adding doxycycline

for 7 days knocked down GCaMP expression by 98%, which

was completely restored after removing doxycycline for

14 days (Figure 4A). Similarly, we targeted the BAG3 endoge-

nous locus and achieved efficient transcript knockdown post-

doxycycline treatment. BAG3 expression was fully restored after

doxycycline withdrawal (Figure 4B). These findings indicate that

CRISPRi knockdown is fully reversible in iPSCs.

To determine if we could achieve variable levels of knockdown

with different gRNA sequences, we tested two additional gRNAs

targeting GCaMP (g+24 and g+91) (Figure 4C). These gRNAs

knocked down GCaMP expression by only �30% and �50%,

as measured by flow cytometry (Figures 4D and 4E). Therefore,

by changing the location of the gRNA-binding site, we can

tune the level of knockdown when trying to mimic haploinsuffi-

ciency or reduced protein levels (rather than complete loss of

function). In addition, we tested whether the knockdown level

is tunable by titrating the doxycycline concentration. Careful

titration of the doxycycline concentration enabled homogenous

modulation of GCaMP expression (Figure S5).

We next sought to further test the tunability of knockdown with

CRISPRi. We determined if we could use single-nucleotide poly-

morphisms (SNPs) to specifically target one allele for knockdown

to achieve a heterozygous-like state. In our CRISPRi iPSCs,

there is a SNP near the TSS of OCT4. Thus, we designed a

gRNA in which the heterozygous SNP is located in the PAM

sequence (AGG versus AGA). Because an ‘‘NGG’’ sequence is

required for dCas9 to target DNA, we could selectively target

only one OCT4 allele (Figure 4F). After doxycycline induction,

we found that the iPSC population carrying the SNP-specific

OCT4 gRNA (OCT4 g�4) remained OCT4 positive (�97%) by

flow cytometry analysis. However, the median intensity of

OCT4 stainingwas reduced by�40%after 7 days of doxycycline

treatment, implying that OCT4 expression was homogeneously

reduced in all cells and not just a fraction of them (Figures 4G

and 4H). We confirmed this finding with immunocytochemistry

and TaqMan qPCR (data not shown).

CRISPRi Knockdown Is Highly Specific
To assess the specificity of CRISPRi targeting, we designed a

gRNA that targets the GCaMP transgene, since its silencing

should have few downstream transcriptional and cellular conse-

quences. Indeed, expression of the GCaMP transcript was over

30-fold lower in the doxycycline-treated condition, while few

other endogenous transcripts changed expression level with

the exception of VIM as previously discussed (Figure 5A).

CRISPRi to Promote iPSC Differentiation
To show that our system can release iPSCs from their pluripotent

state to promote differentiation, we tested the efficiency of

CRISPRi in knocking down core pluripotency transcription factors

(OCT4, SOX2, and NANOG) without adding small molecules or

cytokines to the mTeSR media. We targeted gRNA against these

genes and performed a time-course analysis of a selected num-

ber of transcripts by TaqMan qPCR (Figure 5B). We found that

knockingdown these target transcripts causedcell differentiation,

as indicated by morphological changes and transient expression

of the lineage-specific transcript T (mesoderm marker), and

expression of PAX6 (neuronal progenitor marker). After 3 days
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of doxycycline treatment, over 80% of the target transcript was

depleted, indicating that CRISPRi can precisely and temporally

control efficient knockdown of the transcript of interest.

CRISPRi Knockdown in CardiacMesoderm and iPS-CMs
To determine if loss-of-function approaches using CRISPRi can

be applied in differentiated cell types, we targeted the cardiac

mesoderm-specific transcription factor (MESP1) and two known

cardiac-related disease-causing genes (MYBPC3 and HERG).

We established stable polyclonal lines of iPSCs containing

gRNA against these three genes and differentiated them into car-

diacmesoderm or iPS-CMs as described in Experimental Proce-

dures (Figures S6A and S6B). Using a gRNA against these genes,

MESP1was knocked down by�90% in cardiac progenitor cells,

and MYBPC3 and HERG by �90% and 60%, respectively, in

lactate-purified iPS-CMs (Figure 6A). With western blots and

immunocytochemistry, we observed �90% MYBPC3 protein

knockdown on day-35 lactate-purified iPS-CMs (Figures 6B

and 6C).

Using flow cytometry, we analyzed the doxycycline response

of CRISPRi cells based on mCherry expression (as a surrogate
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Figure 4. CRISPRi Knockdown Is Reversible and Tunable

A CRISPRi clone containing gRNA against the GCaMP transgene (GCaMP

g+56) and endogenous BAG3 locus were used to test the knockdown effi-

ciency and reversibility of the CRISPRi system in iPSCs.

(A) Flow cytometry analysis of GCaMP expression showed that after 7 days of

doxycycline induction, GCaMP was knocked down by �99% and was

completely restored after doxycycline withdrawal for 14 days.

(B) Using TaqMan qPCR, BAG3 transcript levels were knocked down to nearly

undetectable levels, and expressionwas restored after doxycycline withdrawal.

(C) Schematic diagram of the GCaMP-expression vector in which the

GCaMP open reading frame (ORF) is driven off the CAG promoter. The

locations of three gRNAs (g+24, g+56, and g+91) are schematically

highlighted on the GCaMP ORF. The coordinates of GCaMP gRNA are

based on the translation start site. pA, poly A signal.

(D) Three stable CRISPRi colonies, each containing a different gRNA against

GCaMP, were selected using blasticidin and cultured with doxycycline for

10 days. The percentage of GCaMP-positive cells for each gRNA-containing

clone was plotted as a function of time based on flow cytometry analysis.

Variable levels of GCaMP knockdown (�30%, �50%, and �99%) were ach-

ieved with different gRNA sequences. n = 1–3 technical replicates for each

time point.

(E) Flow cytometry plots of GCaMP fluorescence of stable CRISPRi clones on

day 10 of doxycycline treatment. Using different gRNAs that target near the

same region, variable levels of knockdown can be achieved. A scramble

gRNA-containing CRISPRi and a GCaMP-negative iPSC population are dis-

played as controls.

(F) Partial schematic diagram of the OCT4 locus marked with the location of

the TSS and two gRNA-binding locations. Asterisk, an SNP; green box, exon 1;

gray box, 50 UTR.
(G) Three stable CRISPRi colonies, twowith different gRNAs againstOCT4 and

one with a scrambled control, were selected with blasticidin. Stable clones

that contain either a scramble gRNA, a gRNA that targets a PAM sequence

containing a SNP (OCT4 g–4), or a gRNA that does not target a SNP (OCT4

g+22) were treated with doxycycline. The percentage of the maximal median

intensity of OCT4 staining for each gRNA-containing clone is plotted as a

function of time by flow cytometry analysis. Complete loss ofOCT4 expression

(>98% knockdown) was observed after 7 days of doxycycline induction only

when both alleles were targeted using OCT4 g+22. While using OCT4 g–4,

which targets only one OCT4 allele (due to SNP in the PAM sequence), a

gradual loss of OCT4 staining intensity is observed over time (down by �40%

by day 7). Error bars represent SD; n = 1–3 technical replicates for each time

point.

(H) Flow cytometry plots of OCT4 staining on day 7 of doxycycline treatment.

Dashed lines highlight the loss of OCT4-staining intensity (�40%) when using

OCT4 g–4 compared to the scramble control. By targeting only one allele of

OCT4, the OCT4-staining intensity homogeneously shifts (while remaining

OCT4-positive), indicating that each cell experiences approximately the same

level of knockdown. Note that the x axis is a log-scale of OCT4 intensity.

Differentiated iPSC-derived fibroblasts (OCT4� Cntrl) and a non-doxycycline-

treated (�Dox) sample are displayed as controls.

Error bars represent SD.
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for dCas9-KRAB expression; Figure S5A). There was no

silencing of the TetO promoter in low-passage and high-passage

iPSCs, suggesting that long-term culturing (>3 months) does not

cause silencing. However, cardiac progenitors (day 5) and iPS-

CMs (day 15) lose �20% and 50%–80% of the doxycycline

response, respectively. Prolonging the duration of doxycycline

treatment (from 2 to 7 days) and splitting the cells improved

doxycycline response (as measured by mCherry expression)

in iPS-CMs (Figure S6C). For this reason, we initiated all of

our knockdowns on day 5 post-differentiation to obtain the

maximum amount of target gene silencing. It is worth noting

that with CRISPRi, onlyminute amounts of the dCas9-KRAB pro-

tein are necessary to induce a knockdown. Hence, knockdown

might occur even in cells that do not show detectable mCherry

expression (Figure S5).

The knockdown of theHERG potassium channel in iPSCs was

highly efficient (>95%), while in iPS-CMs it was only 60% effec-

tive. We hypothesize that the reduction in the efficiency of HERG

knockdown is partially due to activation of other HERG isoforms

in iPS-CMs. We further investigated whether knocking down the

HERG potassium channel in iPS-CMswould recapitulate a phys-

iologically relevant cellular phenotype. We found that knocking

down HERG in iPS-CMs lead to a prolonged beat duration and

the appearance of a shoulder during the downstroke, as

measured using the GCaMP signal (which can be used as a sur-

rogate for the action potential) (Huebsch et al., 2015) (Figures 6D

and 6E). We confirmed the prolongation of action potential dura-

tion by patch-clamp electrophysiology in the HERG knockdown

samples (Figures 6F). We expected this result, because the

HERG potassium channel pumps potassium ions out of cells

to lower the inner membrane potential during diastole. This

cellular phenotype recapitulates aspects of the phenotype

observed in LQT patients and their iPS-CMs (Schwartz et al.,

2012; Spencer et al., 2014).

DISCUSSION

In this study, we combined the power of human iPSC technol-

ogy, which generates functional human cells, with inducible

CRISPR-based genome editing and modulation technologies.

Using the TetO inducible system, we deploy the newly devel-

oped CRISPRi system in the AAVS1 safe–harbor locus of human

iPSCs to enable precise control of transcript silencing upon addi-

tion of doxycycline. With this approach, we rapidly and efficiently

generated loss-of-function phenotypes in iPSCs and their cell-

type derivatives to study mechanisms in development and

disease. We introduced a single doxycycline-inducible vector

system into the AAVS1 safe-harbor locus to gain tight transcrip-

tional control of dCas9-KRAB (for CRISPRi) and Cas9 (for

CRISPRn) for gene knockdown and knockout studies, respec-

tively. This inducible vector system helped us precisely control

the timing of knocking down the expression of target genes in

a clonal iPSC line carrying the gRNA of interest. We were also

able to efficiently target the CRISPRi vector into non-iPSC hu-

man cells (T-lymphocytes) and show efficient levels of transgene

knockdown, which demonstrates the versatility of using the

CRISPRi system in a wide range of cell types. This system

can be readily targeted to other human cellular models in vitro

and also to mouse models (Soriano, 1999) by exchanging the

AAVS1-homology armswith the ROSA26-specific knockin arms.

We found that in iPSC populations, CRISPRi produced a ho-

mogeneous and rapid loss-of-function phenotype compared

to CRISPRn. CRISPRi avoids potential complications associated

with incomplete loss-of-function and gain-of-function pheno-

types in cell populations produced by Cas9-induced hypomor-

phic alleles. Therefore, CRISPRi represents a powerful tech-

nology for repressing gene expression in bulk populations and

especially when performing genome-scale phenotypic screens.

Every CRISPRi iPSC that contained a target-specific gRNA
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Figure 5. RNA-Seq and TaqMan qPCR Analysis

(A) RNA-sequencing RPMs (reads per million) are plotted for CRISPRi cells

stably expressing a gRNA targeting the GCaMP transgene (GCaMP g+56)

cultured in the absence or presence of doxycycline. CRISPRi knockdown

is specific to the GCaMP transcript, and few off-target transcriptional

changes were observed. Data represent two independent biological

replicates.

(B) Heatmap of TaqMan qPCR of stable clones containing a single gRNA

against the gene of interest (OCT4, NANOG, and SOX2) as a function of days

after doxycycline treatment. Analysis shows that by day 3, over 80% of the

target transcript is depleted. Three housekeeping genes (18S, GAPDH, and

UBC) were used to measure relative transcript levels. Each data point is an

average of two to four technical replicates. TaqMan probes are listed in

Supplemental Experimental Procedures.
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Figure 6. CRISPRi Knockdown in Differentiated Cell Types and Cardiac Disease Modeling

(A) Using CRISPRi,MESP1 was knocked down by �90% in polyclonal cardiac progenitors, andMYBPC3 and HERG were knocked down by �90% and 60% in

polyclonal iPS-CMs, respectively.

(B) Immunostaining of day-35 lactate-purified iPS-CMs stained with antibodies against MYBPC3 (green) and ACTN2 (red). Using CRISPRi knockdown, loss of

MYBPC3 was observed in over 85% of analyzed cells in a polyclonal population. Nuclei were counterstained with DAPI. Scale bar, 100 mm.

(C)Western blot of day-35 lactate-purified iPS-CMswith antibodies againstMYBPC3, ACTN2, andGAPDH. Using CRISPRi, MYBPC3 protein was knocked down

by �90%.

(D) GCaMP fluorescence in iPS-CMs containing gRNA againstHERG and cultured in doxycycline (red). Recordings show a prolonged beat duration compared to

untreated controls (green).

(E) Quantified ratio of the downstroke-to-upstroke duration of doxycycline-treated iPS-CMs shows a significant difference in untreated iPS-CMs containing a

gRNA against HERG, but not in iPS-CMs containing gRNA against OCT4 (negative control).

(F) Patch-clamp recordings from single iPS-CMs show prolonged action potential durations in doxycycline-treated samples containing HERG gRNA.

Error bars represent SD.

Cell Stem Cell 18, 541–553, April 7, 2016 ª2016 Elsevier Inc. 549



displayed a rapid, uniform, and efficient transcriptional knock-

down. This result was also validated across multiple endoge-

nous loci in iPSCs, cardiac progenitors, and iPS-CMs. By

contrast, using CRISPRn, we found that while all cells harbored

the gRNA-expression vector and had continuous expression of

Cas9, they did not all display complete loss-of-function pheno-

types. Indeed, up to one-third of the cells maintained expression

of the target gene. When we sequenced the target alleles, we

found that of the mutated alleles, over one-third had in-frame

INDELs, potentially resulting in a hypomorphic protein encoded

by a gene that is now resistant to further Cas9 cutting using the

target gRNA. Statistically, we expect that one-third of the

INDELs generated by double-strand breaks induced by Cas9

through the non-homologous end-joining pathway would

produce in-frame mutations. This effect could cause partial

loss-of-function or gain-of-function phenotypes. Additionally,

the location and size of the in-frame INDEL might not change

the function of the mutated protein compared with the wild-

type protein (Boettcher and McManus, 2015; Shi et al., 2015;

Sung et al., 2013).

CRISPRi gRNAs were only effective at promoter regions close

to the TSS, which may reduce the likelihood of off-target effects

by transcriptional interference elsewhere in the genome. Indeed,

RNA-seq analysis showed that the knockdown of GCaMP was

highly specific. Furthermore, expression of dCas9-KRAB did

not cause significant off-target transcriptional changes as

compared to Cas9 expression alone. Although CRISPRi is highly

effective, there are cases when other genetic tools such as

CRISPRn, TALENs, and RNAi may have advantages. For

instance, we and others (Gilbert et al., 2014) have shown that

CRISPRi gRNAs are only effective near the TSS, which restricts

the efficiency of transcript for genes that have poorly defined or

multiple TSSs. CRISPRn and TALENs can be effective at any

exon as long as the genomic region is accessible (Doench

et al., 2014; Kim et al., 2013b). Additionally, RNAi can target

any constitutive portion of the mRNA and has already been

approved for human therapy (Davidson and McCray, 2011;

Haussecker, 2012); however, RNAi has been shown to have

many off-target effects (Jackson et al., 2003; Kim et al., 2013b;

Krueger et al., 2007).

We also demonstrated the feasibility of allele-specific interfer-

ence and the tunable nature of CRISPRi-based knockdown,

which can be used to study the dose-dependent effects of a

gene involved in development and disease. The dosage of tran-

scription factors plays a significant role during development and

organogenesis (McFadden et al., 2005; Takeuchi et al., 2011).

In addition, many human diseases result from haploinsufficiency

in which a mutation in a single copy of a gene produces the

disease phenotype (Armanios et al., 2005; Marston et al., 2012;

Minami et al., 2014; Theodoris et al., 2015). Therefore, to study

the dose-dependent effects of transcription factors in develop-

ment and disease, CRISPRi can be used to homogeneously

tune the level of repression in cells by either choosing the rele-

vant gRNA sequences or empirically titrating the levels of doxy-

cycline to achieve the desired knockdown level. Alternatively,

introducing a single point mutation at different positions in the

gRNA sequence (which leads to mismatches between the

RNA-DNA homology sequence) can be used to tune CRISPRi

knockdown activity (Gilbert et al., 2014). Finally, CRISPRi knock-

down was reversible in iPSCs upon doxycycline withdrawal,

which would support studies involving transient knockdown of

transcripts within a specific window during cell differentiation.

Our studies with CRISPRi in iPSCs showed that knocking

down transcripts involved in maintaining pluripotency is highly

efficient and rapidly causes a complete loss of pluripotent

morphology, followed by cell differentiation in all cells expressing

the appropriate gRNA. We also used this approach to knock

down the HERG potassium channel to mimic an LQT2-type

phenotype in iPS-CMs. We found that the inducible TetO pro-

moter is partially silenced during the cardiac differentiation

process, which has been reported to be due to methylation at

CpG dinucleotides (Oyer et al., 2009). This silencing is indepen-

dent of integration at the AAVS1 locus, as CAG-driven trans-

genes integrated at the AAVS1 locus remain active after differen-

tiation. To avoid the effects of promoter silencing, we initiated

transcript knockdown in the iPSC state or progenitor cells (day

5 of differentiation), where the vast majority of the cells respond

to doxycycline. This strategy has proved highly effective at trans-

gene knockdown in cardiac progenitors and iPS-CMs. To

circumvent issues with silencing in future studies, we generated

a non-inducible CRISPRi iPSC line (Gen3; in which dCas9-KRAB

is driven off the CAG promoter), and the knockdown can be initi-

ated upon introduction of gRNA. With this cell line, we expect to

achieve highly efficient knockdown in differentiated cell types,

such as iPS-CMs.

Several groups have used the CRISPR/Cas9 system for loss-

of-function genetic screens in human cells (Shalem et al., 2014;

Wang et al., 2014). Furthermore, some groups have used

genome-scale screens with CRISPRi and CRISPR activation

(CRISPRa) to identify known and novel genes that control cell

growth and sensitivity to cholera-diphtheria toxin (Gilbert et al.,

2014). In this study, we present our CRISPRi iPSC lines as

suitable model systems for performing screens to identify novel

transcripts of pluripotency, drug resistance, and cell survival at

the pluripotent stem cell stage. With genome-scale screens,

we can identify factors that improve cell-specific differentiation

into functional cell types that have been traditionally hard to

obtain, and we can more rapidly generate mature functional

cell types that better mimic in vivo cell counterparts. In addition,

with CRISPRi, we can repress putative disease-associated

genes in a medium- to high-throughput manner to unravel

the molecular mechanisms underlying human disease in vitro.

Finally, we can build on the current power of CRISPRi for devel-

opmental screens by using an orthogonal dCas9-effector sys-

tem for gene activation via CRISPRa, which can synergistically

modulate gene knockdown and activation and direct cell fate

toward a particular lineage.

EXPERIMENTAL PROCEDURES

iPSC Culture

WTB and WTC iPSCs and derivative lines were maintained under feeder-

free conditions on growth factor-reduced Matrigel (BD Biosciences) and

fed daily with mTeSR medium (STEMCELL Technologies) (Ludwig et al.,

2006). Accutase (STEMCELL Technologies) was used to enzymatically

dissociate iPSCs into single cells. To promote cell survival during enzymatic

passaging, cells were passaged with the p160-Rho-associated coiled-coil

kinase (ROCK) inhibitor Y-27632 (10 mM; Selleckchem) (Watanabe et al.,

2007). iPSCs were frozen in 90% fetal bovine serum (HyClone) and 10%
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DMSO (Sigma). The committee on Human Research at the University

of California, San Francisco approved the iPSC research protocol (#10-

02521).

Generation of Stable CRISPRi and CRISPRn iPSC Lines

iPSCs were singularized with accutase, resuspended in PBS, and counted

with a Countess automated cell counter (Life Technologies). For plasmid

transfections, the human stem cell nucleofector kit 1 solution was used on

the Amaxa nucleofector 2b device (program A-23; Lonza). To generate the

CRISPRi and CRISPRn iPSC lines, two million WTC or WTB iPSCs were

nucleofected with the appropriate knockin vector (5 mg) and each AAVS1

TALEN pair (2 mg). Cells were then seeded in six-well plates in serial dilu-

tions in mTeSR supplemented with Y-27632 (10 mM). Selection was applied

3 days post-nucleofection with the appropriate antibiotic in mTeSR plus

Y-27632 (10 mM). To knock in the CRISPRi construct (carrying the Neomycin

resistance gene cassette), Geneticin (Life Technologies) was applied at

100 mg/ml. To knock in the CRISPRn and GCaMP constructs (carrying the

Puromycin resistance gene cassette), 0.5 mg/ml Puromycin (Life Technolo-

gies) was added. Selection was maintained for �10 days until stable colonies

appeared. Colonies with a diameter of greater than �500 mm were manually

picked using a P200 pipette tip under an EVOS FL picking microscope (Life

Technologies) and transferred to individual wells of a 24-well plate containing

mTeSR medium supplemented with Y-27632 (10 mM). Clones were then

expanded into larger vessel formats.

Generation of CEM CRISPRi Cell Line

CEM CRISPRi cells were generated by electroporation of 0.5 mg of each

AAVS1 TALEN pair and 1 mg of the Gen1 CRISPRi vector with an Amaxa nucle-

ofector 2b device and Amaxa cell line nucleofector kit C (Lonza). Cells were

selected in 1 mg/ml G418, and clonal lines were generated by dilution in

96-well plates. Clonal populations were selected based on doxycycline induc-

tion of mCherry expression. Oligos encoding the CD4 protospacer were an-

nealed and cloned into the pSLQ1371 vector using restriction sites BstXI

and BlpI, and lentivirus was produced in HEK293T cells (Gilbert et al., 2014).

To compare performance of CD4 gRNAs, each was transduced into CEM-

CRISPRi cells. Transduced populations were incubated for 96 hr with doxycy-

cline (2 mM). Knockdown efficiency was calculated by gating all mCherry-ex-

pressing cells, and comparing cell-surface CD4 expression in the presence

or absence of gRNA-expressing cells (BFP+). Three independent stable CEM

CRISPRi clones were selected with 0.6 mg/ml Puromycin and incubated in

the presence or absence of doxycycline (2 mM) for 14 days to assess maximal

CD4 knockdown. Cells were stained using anti-CD4APC-conjugated antibody

and cell surface CD4 staining was quantified using a BD LSRII flow cytometer.

CD4 knockdown was quantified as percent reduction relative to no doxycy-

cline treatment condition.

gRNA Design and Cloning into the gRNA-Expression Vector

For CRISPRi, three to five gRNAs were designed to target near the TSS of

the gene of interest (250 bp upstream and downstream, respectively). The

location of the TSS was determined using NCBI (http://www.ncbi.nlm.nih.

gov/). gRNA oligos were designed, phosphorylated, annealed, and cloned

into the pgRNA-CKB vector using BsmBI ligation strategy. Additional details

and a list of gRNA sequences are listed in supplemental experimental

procedures.

gRNA Nucleofection and Selection of Stable CRISPRi and CRISPRn

Clones

The gRNA-expression vector (pgRNA-CKB) was transfected into either the

CRISPRi or CRISPRn cells with the human stem cell nucleofector kit 1 solution

on the Amaxa nucleofector 2b device (program A-23; Lonza). Two million

CRISPRi or CRISPRn iPSCs and 5 mg of the circular gRNA-expression plasmid

were used per nucleofection. Nucleofected cells were then seeded in a single

well of a six-well plate in mTeSR supplemented with Y-27632 (10 mM). Blasti-

cidin selection (10 mg/ml) was applied 24 hr post-nucleofection in mTeSR

supplemented with Y-27632 (10 mM) for 7–10 days, until stable colonies

appeared. Stable colonies were then pooled and passaged at least three times

in mTeSR plus Blasticidin and Y-27632 to enrich for cells with integration at

transcriptionally active sites (Figure S3).

RNA Sequencing

For each sample, 1 mg of total RNA was prepared using TRIzol as previously

described. Strand-specific mRNaseq libraries were prepared using TruSeq

Stranded mRNA Library Prep Kit (Illumina). Upon completion, libraries were

quantified and pooled using Qubit dsDNA HS assay and Agilent’s Bioanalyzer

high-sensitivity DNA assay. The indexed libraries were pooled and sequenced

on Illumina HiSeq 4000 as 50-bp single-end reads. Reads were aligned to the

hg19 genome assembly using the Ensembl 75 reference transcriptome

customized to include the GCaMP6f constructs using TopHat2 (Kim et al.,

2013a). Unaligned reads were subsequently aligned to the CRISPRi or

CRISPRn knockin constructs where appropriate. Transcript alignments were

then counted using SubRead v1.4.6 and analyzed with custom scripts written

in Python (Liao et al., 2013). All data are displayed as reads per million (RPM)

with a pseudocount of 0.075.

iPS-CM Differentiation and Lactate Purification

iPSCs were differentiated into iPS-CMs using the WNT modulation-differenti-

ationmethod (Lian et al., 2012) (Figure S5A). iPS-CMswere purified via amodi-

fied version of the lactate metabolic-selection method (Tohyama et al., 2013).

Additional details are outlined in Supplemental Experimental Procedures.
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SUMMARY

Overexpression of exogenous fate-specifying tran-
scription factors can directly reprogram differ-
entiated somatic cells to target cell types. Here,
we show that similar reprogramming can also be
achieved through the direct activation of endoge-
nous genes using engineered CRISPR/Cas9-based
transcriptional activators. We use this approach to
induce activation of the endogenous Brn2, Ascl1,
andMyt1l genes (BAM factors) to convert mouse em-
bryonic fibroblasts to induced neuronal cells. This
direct activation of endogenous genes rapidly re-
modeled the epigenetic state of the target loci and
induced sustained endogenous gene expression
during reprogramming. Thus, transcriptional activa-
tion and epigenetic remodeling of endogenous mas-
ter transcription factors are sufficient for conversion
between cell types. The rapid and sustained activa-
tion of endogenous genes in their native chromatin
context by this approach may facilitate reprogram-
mingwith transientmethods that avoid genomic inte-
gration and provides a new strategy for overcoming
epigenetic barriers to cell fate specification.

INTRODUCTION

Direct reprogramming of somatic cells has tremendous potential

to advance applications in disease modeling, drug discovery,

and gene and cell therapies. Common approaches to achieve

cellular reprogramming rely on the ectopic expression of trans-

genes encoding lineage-specific transcription factors (Davis

et al., 1987; Takahashi and Yamanaka, 2006; Vierbuchen

et al., 2010). To demonstrate stable cellular reprogramming to

an autonomous cell phenotype, the expression of exogenous

transcription factors should be transient. Thus the establishment

of positive feedback networks regulating endogenous genes

is necessary to sustain a transgene-independent cellular iden-

tity (Vierbuchen and Wernig, 2011). In many cases, the endoge-

nous genes are occluded by cis-acting repressive chromatin

marks that are slow to remodel (Vierbuchen and Wernig, 2012).

This slow remodeling process typically necessitates prolonged

expression of the exogenous factors, limiting the efficacy of

transient delivery methods, and poses a major bottleneck to

improving the efficiency, speed, and robustness of reprogram-

ming (Hanna et al., 2009).

The type II clustered regularly interspaced short palindromic

repeat (CRISPR) system and the CRISPR-associated Cas9

nuclease have recently been repurposed from an adaptive im-

mune system in bacteria and archaea to a gene editing tool

(Cong et al., 2013; Jinek et al., 2012; Mali et al., 2013b) and tran-

scriptional regulator (Cheng et al., 2013; Gilbert et al., 2013; Ko-

nermann et al., 2013; Maeder et al., 2013b; Mali et al., 2013a;

Perez-Pinera et al., 2013; Qi et al., 2013) of endogenous genes

in mammalian cells. The ability to program these transcription

factors to target any genomic locus of interest through the simple

exchange of the 20-nt targeting sequence of the guide RNA

(gRNA) enables a simple, robust, and highly scalable method

for control of complex transcriptional networks (Thakore et al.,

2016). Furthermore, dCas9-based transcription factors can

target stably silenced genes within compacted chromatin to

initiate chromatin remodeling and transcriptional activation

(Perez-Pinera et al., 2013; Polstein et al., 2015). Thus, this tech-

nologymay provide amethod to deterministically initiate expres-

sion of endogenous gene networks of alternate cell lineages.

The CRISPR/Cas9 system and other platforms for program-

mable transcriptional regulation have been incorporated into

methods for cellular reprogramming in a few recent studies.

Gao et al. used transcription activator-like effector (TALE)-based
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transactivators targeting an enhancer ofOct4 to generatemouse

induced pluripotent stem cells. Notably, that study required

co-delivery of vectors directly encoding ectopic C-MYC, KLF4,

and SOX2 to achieve pluripotency (Gao et al., 2013). More

recently, we have demonstrated the direct conversion of primary

mouse embryonic fibroblasts (PMEFs) to skeletal myocytes

using a dCas9-based transactivator targeting the endogenous

Myod1 gene (Chakraborty et al., 2014). Several groups have

also applied CRISPR/Cas9-based transcriptional regulation to

direct the differentiation of human induced pluripotent and em-

bryonic stem cells (Balboa et al., 2015; Chavez et al., 2015;

Wei et al., 2016).

The above examples involve the targeted activation of a single

transcription factor to guide reprogramming or differentiation,

but many approaches require concurrent expression of multiple

factors to efficiently establish a mature phenotype (Takahashi

and Yamanaka, 2006; Vierbuchen et al., 2010). There have

been no examples demonstrating multiplex endogenous gene

activation to induce cellular reprogramming, and the versatility

of that approach for direct conversion to other cell phenotypes

is not known. Moreover, only the report of TALE transcription

factors targeting Oct4 evaluated changes to epigenetic marks

at the target loci (Gao et al., 2013), and this group later reported

that dCas9-based transcriptional activators were inefficient

at endogenous gene activation and reprogramming (Gao et al.,

2014). In this study, we tested the hypothesis that targeted

epigenetic reprogramming of the regulatory elements controlling

expression of lineage-specific transcription factors is sufficient

for direct conversion between cell types by applying dCas9-

based transactivators to the activation of endogenous genes

that directly convert PMEFs to induced neuronal cells (iNs).

RESULTS

Multiplex Endogenous Gene Activation of Neurogenic
Factors in PMEFs
Overexpression of transgenes encoding the transcription factors

Brn2, Ascl1, andMyt1l (BAM factors) has been shown to directly

convert cultured PMEFs to functional induced neuronal cells

(Vierbuchen et al., 2010). We hypothesized that the targeted

activation of the endogenous genes encoding these same

factors in their native chromatin context via a dCas9-based

transactivator could more rapidly and deterministically remodel

the chromatin at the target loci and provide an alternate method

to achieve the reprogramming of PMEFs to iNs (Figure 1A). To

achieve targeted gene activation, we used a transactivator with

both N-terminal and C-terminal VP64 transactivation domains

(VP64dCas9VP64) (Chakraborty et al., 2014) that generated a

�10-fold improvement in activation of ASCL1 in HEK293T cells

at 3 days post-transfection compared to the first-generation

dCas9 transcription factor with a single C-terminal VP64 domain

(Maeder et al., 2013b; Perez-Pinera et al., 2013) (Figure 1B). We

used VP64dCas9VP64 for the remainder of this study.

We used lentiviral delivery to constitutively express
VP64dCas9VP64 in PMEFs. Initially, we delivered the gRNAs

through transient transfection of plasmid DNA in order to assess

stable reprogramming of cell phenotype following transient

activity of transactivators. The induction of Brn2 and Ascl1

gene expression by VP64dCas9VP64 was attained by delivering

four gRNAs targeted to the putative promoter region directly

upstream of the transcription start site (TSS). The decision to

deliver four gRNAs for each gene was based on the reported

synergistic effects of multiple gRNAs on gene activation (Maeder

et al., 2013b; Mali et al., 2013a; Perez-Pinera et al., 2013). The

optimal gRNAs were selected from a pool of eight gRNAs

through elimination screening (Figure S1A). The gRNAs targeting

regions proximal to the TSS of the Myt1l locus did not induce

detectable levels of activation, but targeting an intronic region

directly upstream of the first coding exon ofMyt1l was sufficient

to activate expression (Figure S1B).

Co-transfection of 12 gRNA expression plasmids (CR-BAM),

targeting each of the three endogenous BAM factors with

4 gRNAs, into PMEFs stably expressing VP64dCas9VP64 was

sufficient to induce transcriptional upregulation of all three

endogenous genes when compared to the transfection of a

plasmid encoding firefly luciferase (pLuc; Figure 1C).We also de-

tected Brn2 and Ascl1 protein expression by western blot (Fig-

ure S1C), although we could not detect Myt1l protein using

commercially available antibodies. In addition to gRNA transfec-

tions, we transfected three plasmids encoding the BAM factor

transgenes under the control of the EF1a/HTLV promoter

(pBAM) into the same cells and observed a modest increase in

the mRNA levels of the corresponding endogenous genes

(Figure 1C).

To attain successful reprogramming, it is generally considered

necessary to express the exogenous factors at high levels (Vier-

buchen and Wernig, 2011). Therefore, we compared the total

mRNA and protein levels of Brn2, Ascl1, and Myt1l produced

3 days after CR-BAM and pBAM plasmid transfections (Figures

1D–1F). Despite the higher levels of transcriptional activation

from the endogenous loci by CR-BAM (Figure 1C), pBAM trans-

fection generated significantly more total mRNA encoding each

BAM factor than induction by CR-BAM, as determined by qRT-

PCR (Figure 1D). Quantitation of single-cell protein levels from

immunofluorescence staining also revealed significantly higher

single-cell levels of Brn2 and Ascl1 in cells transfected with

pBAM compared to those transfected with CR-BAM (Figures

1E and 1F).

Induction of Neuronal Cells from PMEFs via
VP64dCas9VP64-Mediated Gene Activation
Treated PMEFs were assayed for neuronal phenotypes as

detailed schematically in Figure 2A. We observed an increase

in mRNA of the early pan-neuronal marker bIII tubulin (Tuj1)

3 days after transfection with either pBAM or CR-BAM when

compared to a pLuc control (Figure 2B). We cultured the cells

for 2 weeks in neurogenic medium and analyzed expression

of pan-neuronal markers by immunofluorescence staining.

We identified cells with neuronal morphologies that expressed

Tuj1 in populations transfected with CR-BAM (Figure 2C). A

subset of Tuj1+ cells also expressed the more mature pan-

neuronal marker Map2 (Figure 2C). The generation of Tuj1+

Map2+ cells with neuronal morphologies following treatment

with VP64dCas9VP64 and gRNAs was contingent on the addition

of a small-molecule cocktail to the medium that has been used

previously for neural differentiation of embryonic stem cells

and has been shown to improve the efficiency of the direct con-

version of human fibroblasts to neurons when used in parallel
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with ectopic expression of neural transcription factors (Ladewig

et al., 2012).

We used a lentiviral fluorescent reporter encoding dsRed-

Express under the control of the synapsin I promoter (Syn-

RFP) as a proxy to define the most functionally mature iNs in

the heterogeneous population of reprogrammed cells (Adler

et al., 2012). We readily identified RFP+ cells with elaborate

arborizations in CR-BAM-transfected PMEFs (Figure 2C). We

also identified rare cells with fibroblastic morphologies reactive

to the Tuj1 antibody in PMEFs following pLuc transfection

1E-4

1E-3

1E-2

1E-1

1E0

1E1

Fo
ld

 C
ha

ng
e 

m
R

N
A

0
dCas9 VP64 dCas9 VP64VP64

2000

4000

6000

endoASCL18000

Empty

HEK293T

*

1E0

Endogenous Expression

Brn2 Ascl1 Myt1l

1E1

1E2

1E3

1E4

1E5

1E6

Fo
ld

 C
ha

ng
e 

m
R

N
A

pLuc pBAM CR-BAM

Fo
ld

 C
ha

ng
e 

m
R

N
A

Brn2 Ascl1 Myt1l

Total Expression

BA

DC

FE

* *

*

* * *

Induced Neuronal Cell

Mouse Embryonic Fibroblast

Endogenous Gene
Activation and 

Chromatin Remodeling

dCas9VP64VP64

BAM gRNAs

D
A

P
I 

B
rn

2
D

A
P

I 
A

sc
l1

pLuc pBAM CR-BAM

pB
AM

CR-B
AM

pB
AM 

CR-B
AM

0

100

200

300

M
ea

n 
G

ra
y 

Va
lu

e 
(a

.u
.)

Brn2 Ascl1

* *

Figure 1. Endogenous Gene Activation of Neuronal Transcription Factors in PMEFs

(A) Reprogramming of PMEFs to neuronal cells via transduction of VP64dCas9VP64 and transfection of gRNA expression plasmids targeting the endogenous BAM

factors.

(B) Transcriptional activation of ASCL1 in HEK293T cells with dCas9VP64 or VP64dCas9VP64 (*p < 0.05).

(C and D) Endogenous expression (C) and total expression (D) of the BAM factors in PMEFs with targeted activation (CR-BAM) or ectopic overexpression (pBAM;

*p < 0.05).

(E) Immunofluorescence staining of Brn2 and Ascl1 in PMEFs demonstrated protein expression through targeted activation of the endogenous loci or expression

from ectopic plasmids (scale bar, 50 mm).

(F) Automated image analysis of fluorescence intensity revealed significantly more single-cell Brn2 and Ascl1 protein with pBAM transfection compared to

CR-BAM (*p < 0.05 between distributions of single-cell mean fluorescence; Z-test).

All gRNAs used are listed in Table S1. All assays were performed on day 3 post-transfection. qRT-PCR data are presented as mean ± SEM for n = 3 biological

replicates. p values for qRT-PCR data were determined by global one-way ANOVA with Holm-Bonferroni post hoc tests (a = 0.05). See also Figure S1.
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(Figure S2A), but these cells were never reactive to the Map2

antibody. Consistent with previous studies, direct overexpres-

sion of the ectopic BAM factors via transfection of constitutive

expression plasmids generated Tuj1+Map2+ cells with neuronal

morphologies (Figure S2B) (Adler et al., 2012; Vierbuchen

et al., 2010).

Image analysis revealed that CR-BAM transfection generated

a modest, but statistically significant and reproducible, increase

in the number of Tuj1+ cells compared to pBAM transfection after

14 days in culture post-transfection (Figure 2D), despite much

lower overall expression of the BAM factors (Figures 1D–1F).

There was no difference in the percentage of Tuj1+ cells that

also expressed Map2 (Figure 2E). To evaluate the contribution

of each neurogenic factor to the generation of Tuj1+ cells and

to the level of neuronalmaturation, we transfected gRNAs target-

ing different combinations of the endogenous factors. Removal

of gRNAs targeting the Brn2 locus attenuated iN production

�5-fold when compared to that generated with targeted activa-

tion of all three endogenous factors (Figure 2F). We detected a

slight reduction in Tuj1+ cell production with the removal of

Myt1l gRNAs (Figure 2F). Neuronal maturity was assessed as

the percentage of Tuj1+ cells co-positive for the Syn-RFP re-

porter. Removal of Brn2 gRNAs reduced the percentage of

RFP+ cells >2-fold, but no change was detected with removal

of Myt1l gRNAs (Figure 2F). pBAM transfection generated a

higher percentage of RFP+ cells than CR-BAM transfection,

though it was not statistically significant (Figure 2F).

Induction of Endogenous Gene Expression Is Rapid and
Sustained
For any reprogramming strategy, activation of the endogenous

genes encoding the master fate-specifying transcription factors

is an important step to the successful reprogramming and stabil-

ity of the new cellular phenotype (Vierbuchen andWernig, 2011).

Consequently, we compared the kinetics of endogenous gene

expression through late stages of reprogramming with pBAM

or CR-BAM transfection. We observed activation of all three

endogenous genes as early as 1 day post-transfection with

CR-BAM that remained at high levels through day 18 in

culture (Figure S3A). Expression of the BAM factors from

the endogenous loci was significantly higher with targeted acti-

vation via CR-BAM compared to ectopic overexpression via

pBAM transfection throughout the time course of the experi-

ment. Activation of the endogenous genes by pBAM transfec-

tion was delayed, and a significant and sustained increase

over baseline levels was only detected for endogenous Ascl1

and Myt1l (Figure S3A).

We next assessed the kinetics of expression of the down-

stream pan-neuronal marker Tuj1. Both pBAM and CR-BAM

treatment generated a significant increase in Tuj1 expression

throughout the time course of the experiment (Figure S3B).

At early time points, Tuj1 levels were higher with pBAM treat-

ment than CR-BAM. However, Tuj1 levels with pBAM treat-

ment peaked 7 days post-transfection and declined thereafter,

whereas expression following CR-BAM treatment remained
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Figure 2. Induction of Neuronal Cells from

PMEFs via VP64dCas9VP64-Mediated Gene

Activation

(A) PMEFs were transduced with a lentivirus

encoding the VP64dCas9VP64 transactivator and

subsequently transfected with gRNAs targeting

Brn2,Ascl1, andMyt1l. Neuronal phenotypeswere

assayed as indicated.

(B) Transcriptional activation of Tuj1 was detected

in PMEFs at day 3 post-transfection of pBAM

or CR-BAM (*p < 0.05 relative to transfection of a

plasmid encoding firefly luciferase [pLuc]).

(C) Immunofluorescence staining revealed

numerous Tuj1+ cells with neuronal morphologies

co-expressingMap2 at day 14 post-transfection of

CR-BAM. The cells with the most elaborate

neuronal morphologies activated the synapsin

promoter in a Syn-RFP lentiviral reporter (scale

bars, 100 mm [i], 50 mm [ii–v]).

(D) Quantitation of Tuj1+ cells as percent nuclei

at day 14 post-transfection of pLuc, pBAM, or

CR-BAM (*p < 0.05).

(E) Quantitation of Map2+ cells as percent Tuj1+

cells at day 14 post-transfection of pLuc, pBAM, or

CR-BAM (n.s., not significant).

(F) Quantitation of Tuj1+ and RFP+ cells with

transfection of different combinations of gRNAs.

Tuj1+ cells are normalized to CR-BAM trans-

fection. Conditions that share the same letter (a–e)

are not significantly different.

p values were determined by global one-way

ANOVA with Holm-Bonferroni post hoc tests (a =

0.05). See also Figure S2.
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stable through day 18 in culture (Figure S3B). Importantly, the

exogenous BAM factors and gRNAs were significantly depleted

by day 18 in culture after transient transfection (Figure S3C),

though levels of activation from the endogenous genes remained

high in cells treated with CR-BAM (Figure S3A).

Direct Activation via VP64dCas9VP64 Rapidly Remodels
Chromatin at Target Loci
The kinetics of gene activation led us to speculate whether

the rapid and sustained elevated levels of endogenous gene

expression achieved with CR-BAM corresponded to an altered

epigenetic program at the target loci. We used chromatin

immunoprecipitation followed by next-generation sequencing

(ChIP-seq) data generated as part of the Encyclopedia of DNA

Elements (ENCODE) Project (Mouse ENCODE Consortium,

2012) to identify histone modifications enriched at the transcrip-

tionally active BAM factor loci in mouse embryonic brain tissue,

including H3K27ac and H3K4me3 (Figures 3A, 3C, and S4A). We

hypothesized that targeting the endogenous BAM factors for

activation with VP64dCas9VP64 in PMEFs could recapitulate the

chromatin signatures found at these loci in developing brain

tissue.

To investigate the effects of BAM-factor induction on the

epigenetic programming at the target loci, we performed

chromatin immunoprecipitation (ChIP) qPCR in PMEFs trans-

duced with VP64dCas9VP64 and transfected with pLuc, pBAM,

or CR-BAM plasmids (Figures 3 and S4). We used qPCR primers

tiled along intragenic and regulatory regions of the Brn2, Ascl1,

and Myt1l loci. We detected a significant enrichment in

H3K27ac and H3K4me3 at the Brn2 and Ascl1 loci on day 3

post-transfection of CR-BAM (Figures 3B and 3D). H3K4me3

was enriched along the gene bodies of Brn2 and Ascl1.

H3K27ac was enriched along the gene bodies and regions sur-

rounding the putative promoter sequences of both genes. In

contrast, targeted activation of Myt1l only induced modest

detectable enrichment in H3K27ac at the gRNA target sites

directly upstream of the first coding exon (Figure S4B). No signif-

icant change in H3K27ac or H3K4me3 was measured within the

putative Myt1l promoter. Though overexpression of the BAM

factors induced modest levels of expression of the endogenous

genes by day 3 post-transfection (Figures 1C and S3A), we

did not detect corresponding enrichment in H3K27ac and

H3K4me3 at the endogenous loci (Figures 3B, 3D, and S4B).

Generation of Induced Neuronal Cells with Multiplex
gRNA Lentiviral Vectors
To explore a strategy for stable expression of the CRISPR/Cas9

transcription factors, and to see if the same outcomes observed

with transient expression held true with constitutive expression,

we used a single lentiviral vector capable of expressing four

gRNAs from four independent RNA polymerase III promoters

(Kabadi et al., 2014) (Figure 4A). Co-transduction of lentiviruses

encoding VP64dCas9VP64 and a set of four gRNAs targeting each

of the three BAM factors (lentiCR-BAM) permitted concurrent

activation of the endogenous BAM factors in PMEFs by day 6

post-transduction (Figure 4B). For comparison, we used lentiviral

vectorsdirectlyencoding theBAMfactors (lentiBAM), anddemon-

strated activation of the corresponding endogenous genes by day

6 post-transduction (Figure 4B). Similar to the results we obtained

with transient transfection of expression plasmids, targeted

activation of the endogenous genes via lentiviral delivery gener-

ated significantly more endogenous transcript from the Brn2

and Ascl1 loci than that induced through ectopic expression of

the BAM factors. However, unlike the transfection experiments,

endogenousMyt1l expression was significantly higher with trans-

duction of lentiBAM compared to lentiCR-BAM (Figure 4B).

Following extended culture for 2weeks in neurogenicmedium,

we readily identified Tuj1+Map2+ cells with complex neuronal

morphologies (Figure 4C). All Tuj1+ cells identified also co-ex-

pressed Map2. To promote further neuronal maturation and for

electrophysiological assessments, PMEFs were replated onto

a previously established monolayer of primary rat astrocytes

following transduction of VP64dCas9VP64 and gRNAs (Vierbuchen

et al., 2010). Synapsin-RFP expression and cell morphology

were used to select the most mature neuronal cells for patch-

clamp analysis after 21 days in culture. In current-clamp mode,

single or multiple action potentials were readily elicited in

response to depolarizing current injections (six out of seven cells

analyzed; Figure 4D). The same cells displayed voltage-depen-

dent inward and outward currents. The transient inward currents

were abolished in the presence of the voltage-gated Na+ channel

blocker tetrodotoxin (TTX; Figure 4E). The average resting mem-

brane potential, action potential (AP) threshold and AP amplitude

were�41 ± 3.8 mV,�33 ± 2.6 mV, and 49 ± 9.7 mV, respectively

(mean ± SEMs, n = 7 cells).

In contrast to what we observed by transient transfection of

the reprogramming factors, constitutive expression of the BAM

factor transgenes via lentiviral vectors generated significantly

more Tuj1+Map2+ cells than that detected with VP64dCas9VP64

(Figure 4F). We hypothesized that the prolonged and high levels

of expression of the BAM factor transgenes enabled by lentiviral

delivery permitted further epigenetic and transcriptional reprog-

ramming that improved the efficiency of iN generation when

compared to transient transfection methods. Consequently, we

revisited the analysis of chromatin remodeling at the endogenous

BAM factor loci in the context of lentiviral delivery of the

reprograming factors. We found that, as shown with transient

transfection, targetedactivationof theendogenousgenesvia len-

tiCR-BAM transduction led to the rapid deposition of H3K27ac at

the Brn2 and Ascl1 loci as early as day 3 post-transduction that

persisted at day 6 (Figure 4G). Also, as seen with transient trans-

fection, we did not detect enrichment of H3K27ac at the Myt1l

locus with lentiCR-BAM transduction, although we did measure

an increase in Myt1l mRNA (Figures 4B and 4G). In contrast to

what we observed with transient transfection of the BAM factors,

we detected enrichment of H3K27ac along regions of all three

endogenous genes with lentiBAM transduction (Figure 4G).

Furthermore, we only detected minor enrichment in H3K27ac at

all three genes at day 3 post-transduction of lentiBAM; however,

both Ascl1 andMyt1l showed a substantial increase in H3K27ac

deposition by day 6 post-transduction (Figure 4G).

DISCUSSION

In this study, we demonstrate direct cellular reprogramming

to induced neuronal cells through targeted activation of

endogenous genes. We utilized the CRISPR/Cas9 system as a

programmable, locus-specific transcriptional regulator for the
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Figure 3. VP64dCas9VP64 Rapidly Remodels Epigenetic Marks at Target Loci

(A and C) Mouse genomic tracks depicting histone H3 modifications H3K27ac and H3K4me3 at the Brn2 and Ascl1 loci in embryonic brain tissue and fibroblasts

(data from Mouse ENCODE; GEO: GSE31039). Red bars indicate gRNA target sites near the transcription start site, and black bars indicate the location of

ChIP-qPCR amplicons along the gene locus.

(B and D) Targeted activation of endogenous Brn2 and Ascl1 in PMEFs induced significant enrichment of H3K27ac and H3K4me3 at multiple sites along the

genomic loci at day 3 post-transfection (*p < 0.05, one-way ANOVA with Holm-Bonferroni post hoc tests, n = 3 biological replicates). Overexpression of the BAM

factors via transfection of expression plasmids encoding BAM factor transgenes did not induce a significant change in these chromatin marks. qPCR primers

targeting coding regions of the genes are not included for the pBAM transfection condition, as contaminating plasmid DNA biased enrichment values, and are

markedwith diamonds in (B). All fold enrichments are relative to transfection of a plasmid encoding firefly luciferase and normalized to a region of theGapdh locus.

See also Figure S3 and S4.
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Figure 4. Generation of Functionally Mature iNs with Multiplex gRNA Vectors

(A) Schematic of VP64dCas9VP64 and multiplex gRNA lentiviral constructs used to enable stable integration and constitutive expression.

(B) Relative mRNA expression of the endogenous BAM factors following transduction of transgenes encoding the BAM factors (lentiBAM) or VP64dCas9VP64 and

gRNAs targeting the endogenous BAM factors (lentiCR-BAM; *p < 0.05 relative to non-treated PMEFs; yp < 0.05 between lentiBAM versus lentiCR-BAM

transduction).

(C) Immunofluorescence staining of PMEFs following transduction of lentiCR-BAM. Cells were co-positive for Tuj1 and Map2 and exhibited complex neuronal

morphologies (scale bar, 50 mm).

(D) Action potentials were evoked from VP64dCas9VP64-induced neuronal cells in response to 5-ms (right) or 500-ms (left) step depolarizing current injection

(six out of seven cells analyzed) after empiric hyperpolarizing current injection to hold membrane potential at ��60 mV.

(E) Representative whole-cell currents recorded with or without perfusion of 1 mM tetrodotoxin (TTX).

(F) Quantitation of Tuj1+Map2+ cells as percent nuclei (*p < 0.05 between lentiBAM versus lentiCR-BAM transduction; NT, non-treated PMEFs).

(G) Time course of H3K27ac enrichment along the Brn2, Ascl1, and Mytl1 loci (*p < 0.05 relative to non-treated PMEFs; yp < 0.05 between lentiBAM versus

lentiCR-BAM transduction).

All p values calculated by global ANOVA with Holm-Bonferroni post hoc tests (a = 0.05).
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multiplex activation of the neurogenic factors Brn2, Ascl1, and

Myt1l (BAM factors). We hypothesized that targeted activation

of the endogenous genes in PMEFs, as opposed to the forced

overexpression of the corresponding transgenes, could more

directly access the endogenous loci and rapidly remodel their

epigenetic signatures, thus potentially reflecting a more natural

mechanism of action and serving as an alternate method to

achieve cell lineage conversion.

In PMEFs, the cis-repressive chromatin landscape at neuronal

loci may preclude binding of regulatory factors, in turn impeding

transcriptional activation. As a result, expression of the BAM fac-

tors in PMEFs from exogenous vectors likely relies on stochastic

processes for reactivation of the corresponding endogenous

genes. Furthermore, transient delivery of the BAM factors, as

done in our initial experiments (Figures 1, 2, and 3), limits the

time window within which the endogenous networks and posi-

tive feedback loops can be established. We demonstrated that

targeting the endogenous genes directly induced the enrichment

of histone H3 modifications H3K27ac and H3K4me3 at the Brn2

and Ascl1 loci at 3 days post-transfection, whereas transgene

overexpression via transfection of plasmids encoding the re-

programming factors did not alter these chromatin marks (Fig-

ures 3 and S4). Additionally, we observed sustained high levels

of expression from the endogenous genes at later stages of re-

programming despite the transient delivery of the gRNA plas-

mids (Figure S3).

In contrast, we found that stable integration and constitutive

expression of the exogenous reprogramming factors via lentiviral

delivery led to the eventual deposition of H3K27ac at their endog-

enous loci with a concomitant improvement in reprogramming

capacity (Figures 4F and 4G). We did not observe a similar

improvement with constitutive expression of VP64dCas9VP64 and

gRNAs,which is possibly attributable to the lower levels of overall

expression of the neuronal transcription factors achieved by

transactivation of the endogenous genes compared to ectopic

overexpression.Consequently, thedirect activationof theendog-

enous genes via VP64dCas9VP64 may be more amenable to tran-

sient delivery approaches that avoid undesired consequences

of vector integration into the genome. Such transient methods,

including the direct delivery of ribonucleoprotein Cas9-gRNA

complexes, may be a more clinically translatable method of

generating reprogrammed cells that are genetically unmodified.

Achieving robust and well-defined reprogrammed cell popula-

tions is still a central challenge. Reprogrammed cells often fail to

acquire completely mature phenotypes and can retain epige-

netic remnants of the native cell type (Kim et al., 2010). Moreover,

a recent study demonstrated that reprogramming efficiency can

be limited by divergence to a competing cell identity (Treutlein

et al., 2016). The molecular mechanisms and practical conse-

quences of these limitations are largely unknown. As the toolkit

of designer transcription factors expands to precisely modify

the epigenome (Hilton et al., 2015; Kearns et al., 2015; Maeder

et al., 2013a; Mendenhall et al., 2013; Thakore et al., 2016), these

tools may be used to prime specific genomic loci in diverse cell

types, promote endogenous transcription factor binding, and

directly correct regions of epigenetic remnants that prove to be

problematic for a given application. This may lead to improved

reprogramming fidelity and extension of the breadth of donor

cells amenable to reprogramming.

EXPERIMENTAL PROCEDURES

Cell Culture, Transfections, and Viral Transductions

PMEFs were maintained in high serum media during transduction and trans-

fection of expression plasmids and subsequently cultured in neurogenic

serum-free medium for the duration of the experiments to promote neuronal

survival and maturation. Lentivirus was produced in HEK293T cells using the

calcium phosphate precipitation method. All transfections were performed us-

ing Lipofectamine 3000 (Invitrogen) in accordance with the manufacturer’s

protocol. All expression plasmids used in this study can be found in Table S2.

Immunofluorescence Staining and qRT-PCR

All sequences for qRT-PCR primers can be found in Table S3. Total RNA

was isolated using the QIAGEN RNeasy and QIAshredder kits, reverse tran-

scribed using the SuperScript VILO Reverse Transcription Kit (Invitrogen),

and analyzed using Perfecta SYBR Green Fastmix (Quanta BioSciences). All

qRT-PCR data are presented as fold change in RNA normalized to Gapdh

expression. For immunofluorescence staining, cells were fixed with 4% para-

formaldehyde, permeabilized with 0.2% Triton X-100, and incubated with pri-

mary and secondary antibodies.

Electrophysiology

A synapsin-RFP lentiviral reporter was used to identify cells in co-culture with

primary rat astroglia for patch-clamp analysis at indicated time points. Action

potentials and inward and outward currents were recorded in whole-cell config-

uration. Data were analyzed and prepared for publication using pCLAMP and

MATLAB.

Chromatin Immunoprecipitation qPCR

Chromatin was immunoprecipitated using antibodies against H3K27ac and

H3K4me3, and gDNA was purified for qPCR analysis. All sequences for

ChIP-qPCR primers can be found in Table S3. qPCR was performed using

SYBR green Fastmix (Quanta BioSciences), and the data are presented as

fold change gDNA relative to negative control and normalized to a region of

the Gapdh locus.

Mouse ENCODE ChIP-Sequencing Datasets

H3K4me3 and H3K27ac ChIP-sequencing data from C57BL/6 E14.5 whole

brain and mouse embryonic fibroblasts (GSE31039) were acquired from the

Mouse ENCODEConsortium generated in Bing Ren’s laboratory at the Ludwig

Institute for Cancer Research.

Statistical Methods

Statistical analysis was done using GraphPad Prism 7. All data were analyzed

with at least three biological replicates and presented as mean ± SEM. See

figure legends for details on specific statistical tests run and p values calcu-

lated for each experiment.
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SUMMARY

Interspecies blastocyst complementation enables
organ-specific enrichment of xenogenic pluripotent
stem cell (PSC) derivatives. Here, we establish a ver-
satile blastocyst complementation platform based
on CRISPR-Cas9-mediated zygote genome editing
and show enrichment of rat PSC-derivatives in
several tissues of gene-edited organogenesis-
disabled mice. Besides gaining insights into species
evolution, embryogenesis, and human disease, inter-
species blastocyst complementationmight allow hu-
man organ generation in animals whose organ size,
anatomy, and physiology are closer to humans. To
date, however, whether human PSCs (hPSCs) can
contribute to chimera formation in non-rodent spe-
cies remains unknown. We systematically evaluate
the chimeric competency of several types of hPSCs
using a more diversified clade of mammals, the un-
gulates. We find that naı̈ve hPSCs robustly engraft
in both pig and cattle pre-implantation blastocysts
but show limited contribution to post-implantation
pig embryos. Instead, an intermediate hPSC type ex-
hibits higher degree of chimerism and is able to
generate differentiated progenies in post-implanta-
tion pig embryos.

INTRODUCTION

Embryonic pluripotency has been captured in vitro at a spectrum

of different states, ranging from the naive state, which reflects

unbiased developmental potential, to the primed state, in which

cells are poised for lineage differentiation (Weinberger et al.,

2016; Wu and Izpisua Belmonte, 2016). When attempting to

introduce cultured pluripotent stem cells (PSCs) into a devel-

oping embryo of the same species, recent studies demonstrated

that matching developmental timing is critical for successful

chimera formation. For example, naive mouse embryonic stem

cells (mESCs) contribute to chimera formation when injected

into a blastocyst, whereas primed mouse epiblast stem cells

(mEpiSCs) efficiently engraft into mouse gastrula-stage em-

bryos, but not vice versa (Huang et al., 2012; Wu et al., 2015).

Live rodent interspecies chimeras have also been generated us-

ing naive PSCs (Isotani et al., 2011; Kobayashi et al., 2010; Xiang

et al., 2008). However, it remains unclear whether naive PSCs

can be used to generate chimeras between more distantly

related species.

The successful derivation of human PSCs (hPSCs), including

ESCs from pre-implantation human embryos (Reubinoff et al.,

2000; Thomson et al., 1998), as well as the generation of induced

pluripotent stem cells (iPSCs) from somatic cells through cellular

reprograming (Takahashi et al., 2007; Park et al., 2008; Wernig et

al., 2007; Yu et al., 2007; Aasen et al., 2008), has revolutionized

the way we study human development and is heralding a new

age of regenerative medicine. Several lines of evidence indicate

that conventional hPSCs are in the primed pluripotent state,

similar to mEpiSCs (Tesar et al., 2007; Wu et al., 2015). A number

of recent studies have also reported the generation of putative

naive hPSCs that molecularly resemble mESCs (Gafni et al.,

2013; Takashima et al., 2014; Theunissen et al., 2014). These

naive hPSCs have already provided practical and experimental

advantages, including high single-cell cloning efficiency and

facile genome editing (Gafni et al., 2013). Despite these

advances, it remains unclear how the putative higher develop-

mental potential of naive hPSCs can be used to better
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understand human embryogenesis and to develop regenerative

therapies for treating patients.

Like naive rodent PSCs, naive hPSCs can potentially be used to

generate interspecies chimeras for studying human development

and disease, and producing functional human tissues via interspe-

cies blastocyst complementation. To date, however, all reported

attempts on generating hPSC-derived interspecies chimeras

have used the mouse as the host animal, and the results obtained

suggest that this process is rather inefficient (Gafni et al., 2013;

Theunissen et al., 2014, 2016). Although the mouse is one of the

most important experimental models for stem cell research, there

are considerable differences between humans andmice (e.g., early

post-implantation development, embryo size, gestational length,

and developmental speed), which may hinder not only the effi-

ciency but also the usefulness of human-mouse chimeric studies.

Thus, expanding the repertoire of host species may complement

this incipient but promising area of research in the field of regener-

ative medicine. In particular, interspecies chimera research of

A B

C D

E F

Figure 1. Interspecies Rat-MouseChimeras

Derived from Rat PSCs

(A) Rat-mouse chimeras generated by rat ESCs

(DAC2). Left, anE18.5 rat-mouse chimeric fetus.Red,

hKO-labeled rat cells. Right, a 12-month-old (top) and

24-month-old (bottom) rat-mouse chimera.

(B) Chimera forming efficiencies with rat ESC lines

(DAC2 and DAC8) and rat iPSC lines (SDFE and

SDFF). n, number of embryo transfers.

(C) Representative fluorescence images showing

hKO-labeled rat ESCs (DAC2) contributed to

different tissues in the 24-month-old rat-mouse

chimera. Red, hKO-labeled rat cells. Blue, DAPI.

Scale bar, 100 mm.

(D) Representative immunofluorescence images

showing the expression of aging-related histone

marks, including H3K9me3 and H4K20me3, in the

kidney tissue of neonatal and 24-month-old chi-

meras. Scale bar, 10 mm.

(E) Levels of chimerism of rat ESCs (DAC2) in

different tissues of the 24-month-old rat-mouse

chimera. Error bars indicate SD.

(F) Rat iPSCs (SDFE) contributed to the neonatal

mouse gall bladder. Left, bright-field (top) and

fluorescence (bottom) images showing a neonatal

mouse gallbladder contained cells derived from rat

iPSCs. White arrowheads indicate the gallbladder.

Right, representative immunofluorescence images

showing the expression of a gallbladder epithelium

marker (EpCAM) by rat cells. Red, hKO-labeled rat

cells; blue, DAPI. Scale bar, 50 mm.

See also Figure S1 and Table S2.

hPSCs using ungulates, e.g., pigs, cattle,

and sheep, could lead to improved

research models, as well as novel in vivo

strategies for (1) generating human organs

and tissues, (2) designing new drug

screening methodologies, and (3) devel-

oping new human disease models (Wu

and Izpisua Belmonte, 2015). Experiments

to empirically test and evaluate the

chimeric contribution of various types of hPSCs in the ungulates

are thus imperative, but currently lacking. To start filling this void,

we tested different types of hPSCs for their chimeric contribution

potential in two ungulate species, pigs and cattle.

RESULTS

Naive Rat PSCs Robustly Contribute to Rat-Mouse
Interspecies Chimera Formation
We first used rodentmodels to gain a better understanding of the

factors and caveats underlying interspecies chimerism with

PSCs. To this end, we used two chimeric-competent rat ESC

lines, DAC2 and DAC8 (Li et al., 2008). We labeled both lines

with a fluorescent marker, humanized kusabira orange (hKO),

for cell tracking and injected them into mouse blastocysts.

Following embryo transfer (ET) into surrogate mouse mothers,

both DAC2 and DAC8 lines gave rise to live rat-mouse chimeras

(Figures 1A and S1A). Many of the chimeras developed into
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adulthood, and one chimera reached 2 years of age (Figure 1A),

indicating that the xenogeneic rat cells sustained the physiolog-

ical requirements of themouse host without compromising its life

span. We also generated two rat iPSC lines (SDFE and SDFF)

from tail tip fibroblasts (TTFs) isolated from a neonatal

Sprague-Dawley rat and used them to generate rat-mouse chi-

meras. Similar to rat ESCs, rat iPSCs could also robustly

contribute to chimera formation in mice (Figure S1B). Overall,

the chimera forming efficiencies of all rat PSC lines tested

were �20%, consistent with a previous report (Figure 1B) (Ko-

bayashi et al., 2010).

We observed contribution of rat cells to a wide range of tissues

and organs in both neonatal and aged rat-mouse chimeras (Fig-

ures 1C, S1A, and S1B). We examined aging-related histone

marks in both neonatal and aged chimeras and found that the

2-year-old chimera exhibited histone signatures characteristic

of aging (Figure 1D). We quantified the degree of chimerism in

different organs of the aged chimera via quantitative qPCR anal-

ysis of genomic DNA using a rat-specific primer (Table S2). We

found that different tissues contained different percentages of

rat cells, with the highest contribution observed in the heart

(�10%) (Figure 1E).

One anatomical difference between mice and rats is that rats

lack a gallbladder. In agreement with a previous report (Kobaya-

shi et al., 2010), we also observed the presence of gallbladders in

rat-mouse chimeras (chimeras derived from injecting rat PSCs

into a mouse blastocyst). Interestingly, rat cells contributed to

the chimeric gallbladder and expressed the gallbladder epithe-

lium marker EpCAM (Figures 1F and S1C), which suggests that

the mouse embryonic microenvironment was able to unlock a

gallbladder developmental program in rat PSCs that is normally

suppressed during rat development.

A Versatile CRISPR-Cas9-Mediated Interspecies
Blastocyst Complementation System
Chimeric contribution of PSCs is random and varies among

different host blastocysts and donor cell lines used. To selec-

tively enrich chimerism in a specific organ, a strategy called

blastocyst complementation has been developed where the

host blastocysts are obtained from a mutant mouse strain in

which a gene critical for the development of a particular lineage

is disabled (Chen et al., 1993; Kobayashi et al., 2010; Wu and

Izpisua Belmonte, 2015). Mutant blastocysts used for comple-

mentation experiments were previously obtained from existing

lines of knockout mice, which were generated by gene targeting

in germ-line-competent mouse ESCs—a time-consuming pro-

cess. To relieve the dependence on existing mutant strains,

we developed a blastocyst complementation platform based

on targeted genome editing in zygotes. We chose to use the

CRISPR-Cas9 system, which has been harnessed for the effi-

cient generation of knockout mouse models (Wang et al.,

2013) (Figure 2A).

For proof-of-concept, we knocked out the Pdx1 gene in

mouse by co-injecting Cas9 mRNA and Pdx1 single-guide

RNA (sgRNA) into mouse zygotes. During mouse development,

Pdx1 expression is restricted to the developing pancreatic

anlagen and is a key player in pancreatic development. Mice ho-

mozygous for a targeted mutation in Pdx1 lack a pancreas and

die within a few days after birth (Jonsson et al., 1994; Offield

et al., 1996). Similarly, Pdx1�/� mice generated by the zygotic

co-injection of Cas9 mRNA and Pdx1 sgRNA were apancreatic,

whereas other internal organs appeared normal (Figure S2A).

These mice survived only a few days after birth. We observed

the efficiency for obtaining Pdx1�/� mouse via CRISPR-Cas9

zygote genome editing was �60% (Figure S2F). Next, we com-

bined zygotic co-injection of Cas9/sgRNA with blastocyst injec-

tion of rat PSCs, and found that rat PSC-derivatives were

enriched in the neonatal pancreas of Pdx1�/� mice and ex-

pressed a-AMYLAYSE, a pancreatic enzyme that helps digest

carbohydrates (Figures 2B and S2B). Of note is that in these an-

imals the pancreatic endothelial cells were still mostly of mouse

origin, as revealed by staining with an anti-CD31 antibody (Fig-

ure 2B). Importantly, pancreas enriched with rat cells supported

the successful development of Pdx1�/� mouse host into adult-

hood (>7 months), and maintained normal serum glucose levels

in response to glucose loading, as determined using the glucose

tolerance test (GTT) (Figure S2C).

Taking advantage of the flexibility of the CRISPR-Cas9 zy-

gotic genome editing, we next sought to enrich xenogenic rat

cells toward other lineages. Nkx2.5 plays a critical role in early

stages of cardiogenesis, and its deficiency leads to severe

growth retardation with abnormal cardiac looping morphogen-

esis, an important process that leads to chamber and valve for-

mation (Lyons et al., 1995; Tanaka et al., 1999). Mice lacking

Nkx2.5 typically die around E10.5 (Lyons et al., 1995; Tanaka

et al., 1999). Consistent with previous observations, CRISPR-

Cas9 mediated inactivation of Nkx2.5 resulted in marked

growth-retardation and severe malformation of the heart at

E10.5 (Figure S2D). In contrast, when complemented with rat

PSCs, the resultant Nkx2.5�/� mouse hearts were enriched

with rat cells and displayed a normal morphology, and the em-

bryo size was restored to normal (Figures 2C and S2D). Of note

is that although rat PSCs rescued embryo growth and cardiac

formation in E10.5 Nkx2.5�/� mouse embryos, to date we still

have not obtained a live rescued chimera (n = 12, where n is

the number of ETs). Pax6 is a transcription factor that plays

key roles in development of the eye, nose and brain. Mice ho-

mozygous for a Pax6 loss-of-function mutation lack eyes, nasal

cavities, and olfactory bulbs, and exhibit abnormal cortical

plate formation, among other phenotypes (Gehring and Ikeo,

1999). Pax6 is best known for its conserved function in eye

development across all species examined (Gehring and Ikeo,

1999). In agreement with the published work, CRISPR-Cas9

mediated Pax6 inactivation disrupted eye formation in the

E15.5 mouse embryo (Figure S2E). When complemented with

rat PSCs, we observed the formation of chimeric eyes enriched

with rat cells in Pax6�/� mouse neonate (Figures 2D and S2E).

Similar to Pdx1�/�, we observed efficient generation of homo-

zygous Nkx2.5�/� and Pax6�/� mouse embryos via zygotic

co-injection of Cas9 mRNA and sgRNAs (Figure S2F). All DNA

sequencing results of CRISPR-Cas9 mediated gene knockouts

and gRNA sequences are summarized in Tables S1 and S2,

respectively.

In sum, for the pancreas, heart, and eye, as well as several

other organs (data not shown), we successfully generated chi-

merized organs that were enriched with rat cells, demonstrating
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Figure 2. Interspecies Blastocyst Complementation via CRISPR-Cas9-Mediated Zygote Genome Editing

(A) Schematic of the CRISPR-Cas9 mediated rat-mouse blastocyst complementation strategy.

(B) Left, bright-field (top) and fluorescence (bottom) images showing the enrichment of rat cells in the pancreas of an E18.5 Pdx1�/�mouse. Li, liver; St, stomach;

Sp, spleen. Yellow-dotted line encircles the pancreas. Red, hKO-labeled rat cells. Middle and right (top), representative immunofluorescence images showing rat

cells expressed a-amylase in the Pdx1�/� mouse pancreas. Blue, DAPI. Right (bottom), a representative immunofluorescence image showing that some

pancreatic endothelial cells, as marked by a CD31 antibody, were not derived from rat PSCs. Scale bar, 100 mm.

(C) Bright field (left) and fluorescence (right) images showing the enrichment of rat cells in the heart of an E10.5 Nkx2.5�/� mouse. Red, hKO-labeled rat cells.

(D) Bright field (top) and fluorescence (bottom) images showing the enrichment of rat cells in the eye of a neonatal Pax6�/�mouse. Red, hKO-labeled rat cells. WT,

mouse control; WT+rPSCs, control rat-mouse chimera without Cas9/sgRNA injection.

See also Figure S2 and Tables S1 and S2.
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the efficacy and versatility of the CRISPR-Cas9 mediated inter-

species blastocyst complementation platform.

Naive Rodent PSCs Do Not Contribute to Chimera
Formation in Pigs
It is commonly accepted that the key functional feature of naive

PSCs is their ability to generate intraspecies germline chimeras

(Nichols and Smith, 2009). Studies in rodents also support the

notion that attaining the naive pluripotent state is the key step

in enabling chimera formation across species boundaries (Xiang

et al., 2008; Isotani et al., 2011; Kobayashi et al., 2010). However,

it has not yet been tested whether naive rodent PSCs can

contribute to chimera formation when using a non-rodent host.

To further examine the relationship between naive PSCs and

interspecies chimerism, we injected rat ESCs into pig blasto-

cysts followed by ET to recipient sows. In addition to rat ESCs,

we also used a germline competent mouse iPSC line (Okita

et al., 2007). Several criteria were used to determine the chimeric

contribution of rodent cells in pig embryos, namely, (1) detection

of fluorescence (hKO) signal, (2) immunohistochemical (IHC) la-

beling of embryo sections with an anti-hKO antibody, and (3)

genomic PCRwithmouse- or rat-specific primers targetingmito-

chondrial DNA (mtDNA) (Figure 3A). We terminated the preg-

nancy between day 21–28 of pig development and collected

embryos derived from the injection of mouse iPSCs or rat

ESCs into pig blastocyst (26 and 19 embryos, respectively) (Fig-

ure 3B; Table S3). We failed to detect any hKO signal in both

normal size and growth retarded embryos (Figure 3B). We next

sectioned the pig embryos and stained them with an antibody

against hKO. Similarly, we did not detect any hKO-positive cells

in the embryonic sections examined (data not shown). Finally, we

employed a more sensitive test, using genomic PCR to amplify

rat- or mouse-specific mtDNA sequences (pig-specific mtDNA

primers served as the loading control) (Table S2). Consistently,

genomic PCR analyses did not detect any rodent contribution

to the pig embryos (Figure 3C). Taken together, although naive

rodent PSCs can robustly contribute to rodent-specific interspe-

cies chimeras, our results show that these cells are incapable of

contributing to normal embryonic development in pigs.

Generation of Naive, Intermediate, and Primed hiPSCs
Next, we sought to systematically evaluate the chimeric compe-

tency of hPSCs in ungulate embryos. We generated hiPSCs

using several reported naive PSC culture methods, a culture

protocol supporting a putative intermediate pluripotent state

between naive mESCs and primed mEpiSCs (Tsukiyama and

Ohinata, 2014), and a primed culture condition (Figure 4A).

Mouse ground state culture condition (2iL) induces the differen-

tiation of primed hPSCs. However, when combined with the

forced expression of NANOG and KLF2 (NK2), transcription fac-

tors that help to maintain murine naive pluripotency, 2iL culture

can stabilize hPSCs in an immature state (Takashima et al.,

2014; Theunissen et al., 2014). We generated doxycycline

(DOX)-inducible NK2-expressing naive hiPSCs cultured in 2iL

medium from primed hiPSCs (2iLD-hiPSCs). Transgene-free

primed hiPSCs were reprogramed from human foreskin fibro-

blasts (HFFs) using episomal vectors (Okita et al., 2011). For

comparison, we also generated naive hiPSCs from HFFs

using the NHSM culture condition (Gafni et al., 2013) (NHSM-

hiPSCs). It has been shown that cells grown in 4i medium, a

A

B C

Figure 3. Naive Rodent PSCs Fail to Contribute to Chimera Formation in Pigs

(A) Schematic of the generation and analyses of post-implantation pig embryos derived from blastocyst injection of naive rodent PSCs.

(B) Summary of the pig embryos recovered between day 21–28 of pregnancy.

(C) Genomic PCR analyses of pig embryos derived from blastocyst injection of mouse iPSCs or rat ESCs. Mouse- and rat- specific mtDNA primers were used for

the detection of chimeric contribution from mouse iPSCs and rat ESCs, respectively. Pig-specific mtDNA primers were used for the control.

See also Tables S2 and S3.
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Figure 4. Generation and Interspecies ICM

Incorporation of Different Types of hiPSCs

(A) Schematic of the strategy for generating naive,

intermediate, and primed hiPSCs.

(B) (Top) Representative bright-field images

showing the colony morphologies of naive (2iLD-,

4i-, and NHSM-hiPSCs) and intermediate (FAC-

hiPSCs) hiPSCs. Bottom, representative immu-

nofluorescence images of naive and intermediate

hiPSCs stained with an anti-OCT4 antibody. Red,

OCT4; blue, DAPI. Scale bar, 100 mm.

(C) Schematic of the experimental procedures for

producing cattle and pig blastocysts obtained

from in vitro fertilization (IVF) and parthenoactiva-

tion, respectively. Blastocysts were subsequently

used for laser-assisted blastocyst injection of

hiPSCs. After hiPSC injection, blastocysts were

cultured in vitro for 2 days before fixation and

analyzed by immunostaining with an anti-HuNu

and an anti-SOX2 antibodies. Criteria to evaluate

the survival of human cells, as well as the degree

and efficiency of ICM incorporation are shown in

the blue box.

(D) Number of hiPSCs that integrated into the

cattle (left) and pig (right) ICMs after ten hiPSCs

were injected into the blastocyst followed by

2 days of in vitro culture. Red line, the average

number of ICM-incorporated hiPSCs. Blue dot,

the number of ICM-incorporated hiPSCs in each

blastocyst.

See also Figure S3 and Table S4.
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simplified version of NHSM, have a significant potential for germ

cell induction, a distinguishing feature between naive mESCs

and primed mEpiSCs (Irie et al., 2015). Thus, we also culture-

adapted NHSM-hiPSCs in 4i medium (4i-hiPSCs), resulting in

stable 4i-hiPSCs with similar morphological and molecular char-

acteristics to parental NHSM-hiPSCs (Figure 4B). In addition, we

generated another type of hiPSC by direct reprogramming of

HFFs in a modified mEpiSC medium containing bFGF, Activin-

A, and CHIR99021 (FAC; Figure 4A). mEpiSCs cultured in FAC

medium exhibited features characteristic of both naive mESCs

and primed mEpiSCs, supporting an intermediate pluripotent

state (Tsukiyama and Ohinata, 2014). hiPSCs generated and

cultured in FAC medium (FAC-hiPSCs) displayed a colony

morphology intermediate between that of 2iLD- and primed

hiPSCs, with less defined borders (Figure 4B). 2iLD-hiPSCs,

NHSM-hiPSCs, 4i-hiPSCs, and FAC-hiPSCs could all be stably

maintained long term in culture, preserving normal karyotypes

and the homogeneous, nuclear localization of OCT4 protein

(Figure 4B; data not shown). Notably, similar to hiPSCs grown

in naive cultures (2iLD-hiPSCs, NHSM-hiPSCs, 4i-hiPSCs),

FAC-hiPSCs could also be efficiently propagated by single-cell

dissociation without using a ROCK kinase inhibitor. After inject-

ing cells into the kidney capsule of immunodeficient NSG mice,

all of these hiPSCs formed teratomas that consisted of tissues

from all three germ layers: endoderm, mesoderm, and ectoderm

(Figure S3A). To facilitate the identification of human cells in sub-

sequent chimera experiments, we labeled hiPSCs with either

green fluorescence protein (GFP) or hKO fluorescence markers.

Chimeric Contribution of hiPSCs to Pig and Cattle
Blastocysts
The ability to integrate into the inner cell mass (ICM) of a blasto-

cyst is informative for evaluating whether hiPSCs are compatible

with pre-implantation epiblasts of the ungulate species. This is

also one of the earliest indicators of chimeric capability. We

therefore evaluated interspecies chimeric ICM formation by in-

jecting hiPSCs into blastocysts from two ungulate species, pig

and cattle.

Cattle-assisted reproductive technologies, such as in vitro

embryo production, are well established given the commercial

benefits of improving the genetics of these animals. Cattle also

serve as a research model because of several similarities to hu-

man pre-implantation development (Hansen, 2014; Hasler,

2014). Using techniques for producing cattle embryos in vitro,

we developed a system for testing the ability and efficiency of

hiPSCs to survive in the blastocyst environment and to integrate

into the cattle ICM (Figure 4C). Cattle embryos were obtained by

in vitro fertilization (IVF) using in vitro matured oocytes collected

from ovaries obtained from a local slaughterhouse. The tightly

connected cells of the blastocyst trophectoderm from large live-

stock species, such as pig and cattle, form a barrier that compli-

cates cell microinjection into the blastocoel. Thus, microinjection

often results in embryo collapse and the inability to deposit the

cells into the embryo. To facilitate cell injection we employed a

laser-assisted approach, using the laser to perforate the zona

pellucida and to induce damage to a limited number of trophec-

toderm cells. This allowed for easy access into the blastocyst

cavity for transferring the human cells (Figure S3B). Furthermore,

the zona ablation and trophectoderm access allowed use a

blunt-end pipette for cell transfer, thus minimizing further em-

bryo damage. This method resulted in a nearly 100% injection

effectiveness and >90% embryo survival.

To determine whether hiPSCs could engraft into the cattle

ICM, we injected ten cells from each condition into cattle blasto-

cysts collected 7 days after fertilization. After injection, we

cultured these blastocysts for additional 2 days before analysis.

We used several criteria to evaluate the chimeric contribution of

hiPSCs to cattle blastocysts: (1) average number of human cells

in each blastocyst, (2) average number of human cells in each

ICM, (3) percentage of blastocysts with the presence of human

cells in the ICM, (4) percentage of SOX2+ human cells in the

ICM, and (5) percentage of human cells in the ICM that are

SOX2+ (Figure 4C). Our results indicated that both naive and in-

termediate (but not primed) hiPSCs could survive and integrate

into cattle ICMs, albeit with variable efficiencies (Figures 4D

and S3C–S3E; Table S4). Compared with other cell types,

4i-hiPSCs exhibited the best survival (22/23 blastocysts con-

tained human cells), but the majority of these cells lost SOX2

expression (only 13.6% of human cells remained SOX2+). On

average, 3.64 4i-hiPSCs were incorporated into the ICM.

NHSM-hiPSCs were detected in 46 of 59 injected blastocysts,

with 14.41 cells per ICM. Of these, 89.7% remained SOX2+.

For 2iLD-hiPSCs, 40 of 52 injected blastocysts contained human

cells, with 5.11 cells per ICM, and 69.9% of the ICM-incorpo-

rated human cells remained SOX2+. FAC-hiPSCs exhibited

moderate survival rate (65/101) and ICM incorporation efficiency

(39/101), with an average of 2.31 cells incorporated into the ICM,

and 89.3% remaining SOX2+.

We also performed ICM incorporation assays by injecting

hiPSCs into pig blastocysts. Because certain complications

are frequently associated with pig IVF (Abeydeera, 2002;

Grupen, 2014) (e.g., high levels of polyspermic fertilization), we

used a parthenogenetic activation model, which enabled us to

efficiently produce embryos that developed into blastocysts

(King et al., 2002). Pig oocytes were obtained from ovaries

collected at a local slaughterhouse. Once the oocytes were

matured in vitro, we removed the cumulus cells and artificially

activated the oocytes using electrical stimulation. They were

then cultured to blastocyst stage (Figure 4C). We injected ten

hiPSCs into each pig parthenogenetic blastocyst and evaluated

their chimeric contribution after 2 days of in vitro culture (Figures

4C and S3C–S3E; Table S4). Similar to the results in cattle, we

found that hiPSCs cultured in 4i and NHSM media survived bet-

ter and yielded a higher percentage of blastocysts harboring

human cells (28/35 and 37/44, respectively). Also, among all

blastocysts containing human cells, we observed an average

of 9.5 cells per blastocyst for 4i-hiPSCs and 9.97 cells for

NHSM-hiPSCs. For NHSM-hiPSCs, 19/44 blastocysts had

human cells incorporated into the ICM. In contrast, only 6/35

blastocysts had 4i-hiPSCs localized to the ICM. For 2iLD-

hiPSCs, we observed an average of 5.7 cells per blastocyst,

with 2.25 human cells localized to the ICM. For FAC-hiPSCs,

an average of 3.96 and 1.62 human cells were found in the blas-

tocyst and ICM, respectively. Once incorporated into the ICM,

82.2%, 72%, 60.9%, and 40% of 2iLD-, 4i-, NHSM-, and FAC-

hiPSCs, respectively, stained positive for the pluripotency
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marker SOX2. These results indicate that both naive and inter-

mediate hiPSCs seem to perform better when injected into cattle

than pig blastocysts. This suggests a different in vivo blastocyst

environment in pig and cattle, with the cattle blastocysts

providing an environment that is more permissive for hiPSC inte-

gration and survival.

Chimeric Contribution of hiPSCs to Post-implantation
Pig Embryos
Although ICM incorporation of hiPSCs is the necessary first step

to contribute to the embryo proper of host animals, it has limited

predictive value for post-implantation chimera formation, as

other factors are involved. Next, we investigated if any of the

naive and intermediate hiPSCs that we generated, which

showed robust ICM incorporation in pre-implantation blasto-

cysts, could contribute to post-implantation development

following ET. The pig has certain advantages over cattle for ex-

periments involving post-implantation embryos, as they are a

polytocus species, and are commonly used as a translational

model given their similarities to humans concerning organ phys-

iology, size, and anatomy. We thus chose the pig for these ex-

periments. Since there was little to no contribution of primed

hiPSCs, even at the pre-implantation blastocyst stage, we

excluded these cells from the ET experiments. Pig embryos

were derived in vivo or through parthenogenesis. A total of 167

embryo donors were used in this study, from which we collected

1,298 zygotes, 1,004 two-cell embryos and 91 morulae (Table

S5). Embryos were cultured in vitro until they reached the blasto-

cyst stage (Figures S4AA and S4B). Overall, 2,181 good quality

blastocysts with a well-defined ICM were selected for subse-

quent blastocyst injections, of which 1,052were derived from zy-

gotes, 897 from two-cell embryos, 91 from morulae, and 141

from parthenogenetic activation (Table S5). We injected 3-10

hiPSCs into the blastocoel of each of these blastocysts (Figures

5A, S4A, and S4C; Table S6). After in vitro embryo culture, a total

of 2,075 embryos (1,466 for hiPSCs; Table S6; 477 for rodent

PSCs; Table S3) that retained good quality were transferred to

surrogate sows. A total of 41 surrogate sows received 30–50 em-

bryos each, resulting in 18 pregnancies (Table S6). Collection of

embryos between day 21-28 of development resulted in the har-

vesting of 186 embryos: 43 from 2iLD-hiPSCs, 64 from FAC-

hiPSCs, 39 from 4i-hiPSCs, and 40 from NHSM-hiPSCs (Figures

5B, S4A, S4D, and S4F). In addition, 17 control embryos were

collected from an artificially inseminated sow (Figure 5B).

Following evaluating the developmental status of the obtained

embryos, more than half showed retarded growth and were

smaller than control embryos (Figures 5B and S4B), as was

seen when pig blastocysts were injected with rodent PSCs (Fig-

ure 3B). Among different hiPSCs, embryos injected with FAC-

hiPSCsweremore frequently found to be normal size (Figure 5C).

From the recovered embryos, and based on fluorescence imag-

ing (GFP for 2iLD-hiPSCs and FAC-hiPSCs; hKO for 4i-hiPSCs

and NHSM-hiPSCs), we observed positive fluorescence signal

(FO+) in 67 embryos among which 17 showed a normal size

and morphology, whereas the rest were morphologically under-

developed (Figures 5B). In contrast, among fluorescence nega-

tive embryos we found the majority (82/119) appeared normal

size (Figure 5E), suggesting contribution of hiPSCs might have

interfered with normal pig development. Closer examination of

the underdeveloped embryos revealed that 50 out of 87 were

FO+ (Figures 5B). Among all the FO+ embryos the distribution

of normal size versus growth retarded embryos for each cell lines

was: 3:19 for 2iLD-hiPSCs, 7:14 for FAC-hiPSCs, 2:12 for 4i-

hiPSCs, and 5:5 for NHSM-hiPSCs (Figure 5D). Among normal

size embryos we found 3/13 from 2iLD-hiPSCs, 7/47 from

FAC-hiPSCs, 2/14 from 4i-hiPSCs, and 5/25 from NHSM-

hiPSCs that were FO+ (Figure 5B). All normal size FO+ embryos

derived from 2iLD-hiPSCs, 4i-hiPSCs, or NHSM-hiPSCs showed

a very limited fluorescence signal (Figure S5A). In contrast,

normal size FO+ FAC-hiPSC-derived embryos typically ex-

hibited a more robust fluorescence signal (Figures 6A and S5A).

Detecting fluorescence signal alone is insufficient to claim

chimeric contribution of donor hiPSCs to these embryos, as

auto-fluorescence from certain tissues and apoptotic cells can

yield false positives, especially when chimerism is low. We

thus sectioned all normal size embryos deemed positive based

on the presence of fluorescence signal and subjected them to

IHC analyses with antibodies detecting GFP or hKO. For 2iLD-

hiPSC-, 4i-hiPSC-, and NHSM-hiPSC-derived embryos, in

agreement with fluorescence signals observed in whole-embryo

analysis, we detected only a few hKO- or GFP-positive cells in

limited number of sections (Figure S5A). This precluded us

from conducting further IHC analysis using lineage markers.

For FAC-hiPSC-derived embryos, we confirmed via IHC analysis

(using an anti-GFP antibody) that they contained more human

cells (Figures 6A, S5A, and S5B).We then stained additional sec-

tions using antibodies against TUJ1, EPCAM, SMA, CK8, and

HNF3b (Figures 6B and S5C) and observed differentiation of

FAC-hiPSCs into different cell lineages. In addition, these cells

were found negative for OCT4, a pluripotency marker (data not

shown). Moreover, the presence of human cells was further veri-

fied with a human-specific HuNu antibody staining (Figure 6B)

and a sensitive genomic PCR assay using a human specific

Alu sequence primer (Figure 6C; Table S2). Together, these re-

sults indicate that naive hiPSCs injected into pig blastocysts inef-

ficiently contribute to chimera formation, and are only rarely

detected in post-implantation pig embryos. An intermediate

hPSC type (FAC-hiPSCs) showed better chimeric contribution

and differentiated to several cell types in post-implantation

human-pig chimeric embryos. It should be noted that the

levels of chimerism from all hiPSCs, including the FAC-hiPSCs,

in pig embryos were much lower when compare to rat-mouse

chimeras (Figures 1C, 1E, S1A, and 1B), which may reflect the

larger evolutionary distance between human-pig than between

rat-mouse.

DISCUSSION

Our study confirms that live rat-mouse chimeras with extensive

contribution from naive rat PSCs can be generated. This is in

contrast to earlier work in which rat ICMs were injected into

mouse blastocysts (Gardner and Johnson, 1973). One possible

explanation for this discrepancy is that cultured PSCs acquire

artificial features that make themmore proliferative and/or better

able to survive than embryonic ICM cells, which in turn leads to

their more robust xeno-engraftment capability in a mouse host.
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Rat-mouse chimeras generated by injecting donor rat PSCs into

a mouse host were mouse-sized and developed into adulthood

with apparently normal appearance and physiology. We further

show in this study that a rat-mouse chimera could live a full

mouse lifespan (about 2 years) and exhibit molecular signatures

characteristic of aged cells. This demonstrates that cells from

two different species, which diverged �18 million years ago,

can live in a symbiotic environment and are able to support

normal organismal aging. The fact that rat PSCs were able to

contribute to the mouse gallbladder, an organ that is absent in

the rat, highlights the importance of embryonic niches in orches-

trating the specification, proliferation, and morphogenesis of

tissues and organs during organismal development and evolu-

tionary speciation (Izpisúa-Belmonte et al., 1992).

Previous interspecies blastocyst complementation experi-

ments generated host embryos by crossing heterozygous

mutant mouse strains, which were themselves generated

through targeted gene disruption in germline competent ESCs.

A

B C

D

E

Figure 5. Generation of Post-implantation Human-Pig Chimeric Embryos

(A) Schematic of the experimental procedures for the generation and analyses of post-implantation pig embryos derived from blastocyst injection of naive and

intermediate hiPSCs.

(B) Summary of the pig embryos recovered between day 21–28 of pregnancy.

(C) Bar graph showing proportions of normal size and growth retarded embryos, as well as the proportion of fluorescence-positive and -negative embryos,

generated from different types of hiPSCs.

(D) Bar graph showing the proportion of normal size and growth-retarded embryos (among those exhibiting a fluorescence signal) generated from different types

of hiPSCs.

(E) Bar graph showing the proportion of normal-sized and growth-retarded embryos (among those without exhibiting a fluorescence signal) generated from

different types of hiPSCs.

See also Figure S4 and Tables S5 and S6.
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These experiments are labor intensive and time consuming.

Moreover, only �25% of blastocysts derived from genetic

crosses are homozygousmutants, posing a limitation for efficient

complementation. CRISPR-Cas9mediated zygote genome edit-

ing offers a faster andmore efficient one-step process for gener-

ating mice carrying homozygous mutations, thereby providing a

robust interspecies blastocyst complementation platform. Addi-

tionally, the multiplexing capability of CRISPR-Cas9 (Cong et al.,

2013; Yang et al., 2015) could potentially be harnessed for multi-

lineage complementation. For example, in the case of the

pancreas, one might hope to eliminate both the pancreatic pa-

renchyma and vasculature of the host to generate a more com-

plete xenogeneic pancreas. Despite the advantages, there are

several technical limitations of the CRISPR-Cas9 blastocyst

complementation system that need to be overcome before un-

locking its full potential. First, gene inactivation relies on the

error-prone, non-homologous end joining (NHEJ) pathway,

which is often unpredictable. In-frame mutations and mosaicism

are among the factors thatmay affect outcomes. Amore predict-

able targeted gene inactivation strategy that utilizes homologous

recombination (HR) is still inefficient in the zygote. Second, each

embryo must be injected twice when using this system and em-

bryosmust be cultured in vitro for several daysbefore ET, thereby

compromising embryo quality. Technical advancements that

include a more robust gene-disruption strategy (e.g., targeted

generation of frameshift mutations via homology independent

targeted integration [Suzuki et al., 2016]), alternative CRISPR/

Cas9 delivery methods, and improved culture conditions for

manipulated embryos will likely help improve and optimize the

generation of organogenesis-disabled hosts.

We observed a slower clearance of an intraperitoneally in-

jected glucose load for Pdx1�/� than Pdx1+/� rat-mouse chi-

meras, while both were slower than wild-type mouse controls

(Figure S2C). While this result may seem to contradict a previ-

ous report (Kobayashi et al., 2010), the discrepancy is likely

due to the development of autoimmune type inflammation that

is often observed in adult rat-mouse (chimeras made by injec-

tion of rat PSCs into mouse blastocyst, data not shown)

(>7 months, this study) and mouse-rat chimeras (chimeras

made by injection of mouse PSCs into rat blastocyst; H. Nakau-

chi, personal communication), which is less evident in young

chimeras (�8 weeks; Kobayashi et al. 2010). Interestingly

though, we did observe a similarly slower clearance of glucose

load in wild-type rats, although the initial spike was much lower

in rats compared to mice or chimeras (Figure S2C). Thus, the rat

cellular origin might also have played a role in the different GTT

responses observed.

Rodent ESCs/iPSCs, considered as the gold standard cells for

defining naive pluripotency, can robustly contribute to intra- and

inter-species chimeras within rodent species. These and other

results have led to the assumption that naive PSCs are the cells

of choice when attempting to generate interspecies chimeras

involving more disparate species. Here, we show that rodent

PSCs fail to contribute to chimera formation when injected into

pig blastocysts. This highlights the importance of other contrib-

uting factors underlying interspecies chimerism that may

include, but not limited to, species-specific differences in

epiblast and trophectoderm development, developmental ki-

netics, and maternal microenvironment.

To date, and taking into consideration all published studies

that have used the mouse as the host species, it is probably

appropriate to conclude that interspecies chimera formation

involving hPSCs is inefficient (De Los Angeles et al., 2015). It

has been argued that this apparent inefficiency results from spe-

cies-specific differences between human and mouse embryo-

genesis. Therefore, studies utilizing other animal hosts would

help address this important question. Here we focused on two

species, pig and cattle, from a more diverse clade of mammals

and found that naive and intermediate, but not primed, hiPSCs

could robustly incorporate into pre-implantation host ICMs.

Following ET, we observed, in general and similar to the mouse

studies, low chimera forming efficiencies for all hiPSCs tested.

Interestingly, injected hiPSCs seemed to negatively affect

normal pig development as evidenced by the high proportion

of growth retarded embryos. Nonetheless, we observed that

FAC-hiPSCs, a putative intermediate PSC type between naive

and primed pluripotent states, displayed a higher level of chime-

rism in post-implantation pig embryos. IHC analyses revealed

that FAC-hiPSCs integrated and subsequently differentiated in

host pig embryos (as shown by the expression of different line-

age markers, and the lack of expression of the pluripotency

marker OCT4). Whether the degree of chimerism conferred by

FAC-hiPSCs could be sufficient for eliciting a successful inter-

species human-pig blastocyst complementation, as demon-

strated herein between rats and mice, remains to be demon-

strated. Studies and approaches to improve the efficiency and

level of hPSC interspecies chimerism (Wu et al., 2016), such as

matching developmental timing, providing a selective advantage

for donor hPSCs, generating diverse hPSCs with a higher

chimeric potential and selecting a species evolutionarily closer

to humans, among others parameters, will be needed.

The procedures and observations reported here on the capa-

bility of human pluripotent stem cells to integrate and differentiate

in a ungulate embryo, albeit at a low level and efficiency, when

Figure 6. Chimeric Contribution of hiPSCs to Post-implantation Pig Embryos

(A) Representative bright field (left top) fluorescence (left bottom andmiddle) and immunofluorescence (right) images of GFP-labeled FAC-hiPSCs derivatives in a

normal size day 28 pig embryo (FAC #1). Scale bar, 100 mm.

(B) Representative immunofluorescence images showing chimeric contribution and differentiation of FAC-hiPSCs in a normal size, day 28 pig embryo (FAC #1).

FAC-hiPSC derivatives are visualized by antibodies against GFP (top), TUJ1, SMA, CK8 and HuNu (middle). (Bottom) Merged images with DAPI. Insets are higher

magnification images of boxed regions. Scale bar, 100 mm.

(C) Representative gel images showing genomic PCR analyses of pig embryos derived from blastocyst injection of 2iLD-iPSCs (surrogates #8164 and #20749)

and FAC-hiPSCs (surrogates #9159 and #18771) using a human specific Alu primer. A pig specific primer Cyt b was used for loading control. nc, negative control

with no genomic DNA loaded. pc, positive controls with human cells. Pig 1D, 1G, and 1I, pig controls. ID, surrogate and pig embryos.

See also Figure S5 and Table S2.
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optimized, may constitute a first step towards realizing the poten-

tial of interspecies blastocyst complementation with hPSCs. In

particular, they may provide a better understanding of human

embryogenesis, facilitate the development and implementation

of humanized animal drug test platforms, as well as offer new in-

sightson theonsetandprogressionofhumandiseases inan invivo

setting. Ultimately, these observations also raise the possibility of

xeno-generating transplantable human tissues and organs to-

wards addressing the worldwide shortage of organ donors.
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SUMMARY

Long non-coding RNAs (lncRNAs) are an emerging
class of transcripts that can modulate gene expres-
sion; however, their mechanisms of action remain
poorly understood. Here, we experimentally deter-
mine the secondary structure of Braveheart (Bvht)
using chemical probing methods and show that
this �590 nt transcript has a modular fold. Using
CRISPR/Cas9-mediated editing of mouse embryonic
stem cells, we find that deletion of 11 nt in a 50 asym-
metric G-rich internal loop (AGIL) of Bvht (bvhtdAGIL)
dramatically impairs cardiomyocyte differentiation.
We demonstrate a specific interaction between
AGIL and cellular nucleic acid binding protein
(CNBP/ZNF9), a zinc-finger protein known to bind
single-stranded G-rich sequences. We further show
that CNBP deletion partially rescues the bvhtdAGIL

mutant phenotype by restoring differentiation ca-
pacity. Together, our work shows that Bvht functions
with CNBP through awell-defined RNAmotif to regu-
late cardiovascular lineage commitment, opening the
door for exploring broader roles of RNA structure in
development and disease.

INTRODUCTION

Long non-coding RNAs (lncRNAs) have emerged as important

regulators of development and disease. These transcripts are

typically >200 nt in length and are often polyadenylated, capped,

and alternatively spliced but lack coding potential (Ulitsky and

Bartel, 2013). Although biochemical and biophysical studies of

lncRNAs are in their early stages, proposed mechanisms of ac-

tion include chromatin scaffolding, Polycomb complex (PRC2)

recruitment to chromatin, mRNA decay, and decoys for proteins

and micro RNAs (miRNAs) (Geisler and Coller, 2013; Quinn and

Chang, 2016). Studies have highlighted diverse cellular roles

for lncRNAs across eukaryotes such as X chromosome inactiva-

tion, genomic imprinting, cell-cycle regulation, embryonic stem

cell (ESC) pluripotency, and lineage commitment (Flynn and

Chang, 2014; Lee and Bartolomei, 2013). In metazoans, there

is a growing number of lncRNAs that function in lineage commit-

ment and differentiation with key examples in the cardiovascular

system (Grote et al., 2013; Han et al., 2014; Klattenhoff et al.,

2013), including many that show differential expression in car-

diac disease (Fatica and Bozzoni, 2014; Rizki and Boyer,

2015). Thus, it remains a critical goal to understand how long

non-coding transcripts contribute to regulation of cell fate and

disease.

Comparative sequence analysis has facilitated RNA second-

ary structure predictions and has helped to reveal the functions

of ribonuclease P and riboswitches (Gutell et al., 2002; Mian,

1997; Parsch et al., 2000). These structural predictions are also

experimentally supported by chemical probingmethods (e.g., in-

line, SHAPE, DMS), NMR, and X-ray crystallography (Mondra-

gón, 2013; Noller, 1984; Serganov and Patel, 2007). In contrast,

predicting lncRNA secondary structure has been more compli-

cated because these transcripts appear to be rapidly evolving

and generally display low sequence conservation (Ponting

et al., 2009). Recently, chemical probing methods have been ex-

ploited for studying lncRNA secondary structure. For example,

selective 20 hydroxyl acylation analyzed by primer extension

(SHAPE) probing of in vitro transcripts showed that the lncRNAs

SRA and HOTAIR display a complex structural organization that

comprises a variety of elements comparable to well-foldedRNAs

like group II introns and ribosomal RNAs (Novikova et al., 2012;

Somarowthu et al., 2015). Genome-wide probing of RNA sec-

ondary structure using dimethylsulfate sequencing (DMS-seq)

or in vivo click SHAPE sequencing (icSHAPE-seq) has also

been performed in living cells, revealing active unfolding of

mRNA structures, suggesting that RNA structures contribute to
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global RNA processing and translation (Ding et al., 2014; Rous-

kin et al., 2014; Spitale et al., 2015). Most lncRNAs, however, are

not sufficiently abundant for detection in vivo, and in vivo sec-

ondary structure studies can be obfuscated in the cell by the

binding of proteins to RNA. Overall, detailed analysis of the

native structure of individual lncRNAs is still largely lacking and

is necessary to gain deeper insights into their precise roles.

Our prior work identified the mouse lncRNA Braveheart (Bvht),

which appears to act in trans to regulate cardiovascular lineage

commitment (Klattenhoff et al., 2013). Given that lncRNAs are

generally lowly conserved by sequence and that many of these

transcripts are species specific (Johnsson et al., 2014; Ponting

et al., 2009), RNA secondary structure is key for understanding

their broader roles. To investigate the molecular mechanism of

Bvht action, here we determined the secondary structure of

in vitro transcribed full-length Bvht (�590 nt) using SHAPE and

DMS probing and find that the transcript is organized into a

highlymodular structure including a 50 asymmetricG-rich internal

loop (AGIL). Using CRISPR/Cas9-mediated homology-directed

repair (HDR), we deleted this loop (denoted bvhtdAGIL) in mouse

ESCs (mESCs) and show that the AGILmotif is necessary for car-

diomyocyte (CM) differentiation. Similar to short hairpin RNA

(shRNA)-mediated bvht depletion, key cardiac transcription

factors (TFs) fail to activate during the transition from nascent

mesoderm to the cardiac progenitor (CP) state. Using a protein

microarray platform, we demonstrate that the AGIL motif inter-

acts with a small subset of factors including the heart-expressed

zinc-finger TF cellular nucleic acid binding protein (CNBP/ZNF9),

known to bind G-rich single-stranded nucleic acids (Calcaterra

et al., 2010; Chen et al., 2007). Finally, we find that CNBP re-

presses CM differentiation and that loss of CNBP partially res-

cues the bvhtdAGIL phenotype, suggesting that these factors

function together to specify the cardiovascular lineage. Our re-

sults show how a small RNA motif in Bvht can direct cell fate

and demonstrate that structural studies combined with genetic

perturbation can provide critical insights into lncRNA function.

RESULTS

Braveheart Is Organized into a Highly Modular Structure
RNA can form complex structures that have catalytic activity or

that act as scaffolds for the binding of metal ions, small mole-

cules, nucleic acids, and proteins (Mondragón, 2013; Noller,

1984; Serganov and Patel, 2007). To obtain the secondary struc-

ture of Bvht, we used the shotgun secondary structure determi-

nation strategy (3S) (Novikova et al., 2013), with the goal of

obtaining more detailed mechanistic insight into Bvht function.

First, we performed SHAPE probing (Deigan et al., 2009) (Fig-

ure 1A, top) and DMS probing (Tijerina et al., 2007) (Figure 1A,

bottom) on in vitro transcribed full-length Bvht (Figure S1; Table

S1, available online). We next repeated the SHAPE and DMS

probing on shorter fragments (Table S1) to identify sub-domains

of Bvht. When a region’s reactivity in shorter fragments shows

similarity to the profile in the full-length RNA, it suggests that

this region adopts a modular fold in the context of full-length

RNA structure. As shown in Figure 1B, we generated overlapping

fragments and performed SHAPE probing as above. Detailed

comparisons between each fragment and the full-length tran-

script revealed several regions of similar reactivity (Figure 1B).

For example, the �55 nt stretch at the 30 end of Bvht exhibited

high reactivity using both SHAPE and DMS probing, indicating

a low probability of being structured, and was left out of the anal-

ysis. We obtained the fold for Bvht by coordinating the modular

sub-folds.

The overall secondary structure shown in Figure 1C is most

consistent with both our SHAPE and DMS analysis of full-length

Bvht and of the shorter fragments. Bvht consists of 12 helices,

8 terminal loops, 5 sizeable (>5 nt) internal loops, and a five-

way junction (5WJ). Bvht appears to be organized into three do-

mains, roughly corresponding to its three exons: the 50 domain

(H1–H2), central domain (H3–H8), and 30 domain (H9–H12) (Fig-

ure 1C). The 50 domain contains an AGIL between H1 and H2,

consisting of a large single-stranded region (14 nt) on the

50 side and very short single-stranded region (3 nt) on the

30 side. The central domain consists of a 5WJ (H4, H5, H6, H7,

and H8) connected to the 50 domain by H3. The 30 domain con-

tains four helices (H9, H10, H11, and H12).

Braveheart AGIL Motif Is Necessary for Proper ESC
Differentiation
To date, lncRNA function has largely been determined by tran-

script knockdown or by genetic deletion of large regions that

may encompass regulatory elements confounding phenotypic

interpretation. We focused on dissecting the function of the

AGIL region because it appeared to be less commonly repre-

sented in known RNA secondary structure databases and

because G-rich regions often play regulatory roles in the genome

(Aguilera and Garcı́a-Muse, 2012; Rhodes and Lipps, 2015). For

example, after searching the Gutell database of secondary

structures of ribosomal and RNase P RNAs (Cannone et al.,

2002), we found that only 13 of >400,000 asymmetric 50 internal
loops had similar size and asymmetry. The crystal structure of

one such loop was recently solved, forming an intricate tightly

packed configuration of purines (Ren et al., 2016). Thus, using

Figure 1. Bvht Secondary Structure Determination by Chemical Probing

(A) Normalized SHAPE (top) and DMS (bottom) probing reactivity profiles of full-length Bvht. Horizontal lines indicate normalized dimensionless reactivity. Both

traces were normalized by the reactivities for highly reactive nucleotides. Nucleotides that have a normalized reactivity >0.5 are considered as highly flexible and

likely represent single-stranded regions. Positions of Bvht exons are labeled below the reactivity profile.

(B) Shotgun secondary structure (3S) analysis ofBvht. Normalized SHAPE probing reactivity of indicated Bvht fragments is compared to full-length transcript. Full

length, 1–590; 50 fragment, 1–325; middle fragment, 155–475; 30 fragment, 300–590; Half_H9, 282–349; and Half_H10-H11, 380–457. The sub-regions with highly

similar reactivity patterns to full-length transcript are highlighted in purple under the reactivity profile.

(C) Secondary structure ofBvhtwas derived with 3S via SHAPE andDMS chemical probing experiments. The normalized SHAPE or DMS reactivity is represented

by indicated colors. Circle, SHAPE; diamond, DMS. The AGIL motif is highlighted by red dashed lines. H1 to H12 indicates the helices.

See also Figure S1.
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Figure 2. Bvht AGIL Motif Is Necessary for Formation of Contracting EBs

(A) Schematic showing the strategy of introducing mutations in Bvht endogenous locus. Two small guide RNAs (sgRNAs) and two repair templates including

different selection cassettes (Puro or Hygro) as indicated are applied for CRISPR/Cas9-mediated HDR. After dual selection, both alleles will be mutated at

designated loci. The selection cassettes are then removed by Cre recombinase-mediated recombination. Asterisk, mutations; triangle, loxP site; P1, P2, P3, and

P4 are primers for PCR-based screening.

(B) Diagram showing the positions of sgRNAs and d11nt in Bvht endogenous locus. Partial DNA sequencing trace of the PCR product of bvhtdAGIL ESC

genomic DNA.

(C) Secondary structure of bvhtdAGIL was derived from SHAPE probing experiment. d11nt indicates the deleted 11 nt sequences from AGIL motif.

(legend continued on next page)
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CRISPR/Cas9 HDR, we generated an 11 nt deletion in AGIL (de-

noted bvhtdAGIL) at the endogenous Bvht locus in mESCs to

disrupt this loop (Figures 2A and 2B). We used a dual selection

strategy to facilitate recovery of homozygous clones (�20%–

50% frequency) and expanded several clones for experimental

evaluation.

SHAPE probing of bvhtdAGIL RNA shows deletion of the AGIL

motif does not destabilize overall Bvht structure (Figures 2C

and S2A). Thus, we next examinedBvht levels in ESCs and found

that themutant transcript was expressed at comparable levels to

wild-type (WT) by northern blot and qRT-PCR (Figures 2D and

2E). Similar to shRNA-mediated depletion of Bvht (Klattenhoff

et al., 2013), bvhtdAGIL did not affect expression of pluripotency

markers such as Oct4 and Nanog, and mutant ESCs showed

normalmorphology and self-renewal properties aswell as typical

cell-cycle kinetics (Figures 2E, 2F, and S2B). We then tested

whether bvhtdAGIL could form embryoid bodies (EBs), which

give rise to derivatives of all three germ layers. Notably, CMs

can form in EBs and can be visualized as beating cell clusters.

We allowed WT and mutant ESCs to aggregate in the absence

of pluripotency growth factors and then measured the percent-

age of spontaneously beating EBs at different time points. We

found that bvhtdAGIL EBs show significantly reduced beating

(�5%) compared toWT cells (�25%) at day 10, similar to our ob-

servations in Bvht-depleted EBs (Klattenhoff et al., 2013).

Helical junctions are often important for the structural and cata-

lytic properties of RNAs (Bindewald et al., 2008). For example, a

four-way junction promotes the functional folded state of the

hairpin ribozyme (Tan et al., 2003). Thus, we also introduced

mismatch mutations into the H4 region (bvhtH4mis) to destabilize

the 5WJ by CRISPR/Cas9-mediated HDR and selected clones

(FiguresS2C–S2E). In contrast tobvhtdAGIL, alterationof theH4 re-

giondid not significantlyaffect thepercentageofbeatingEBs (Fig-

ure 2G). BvhtdAGIL EBs also displayed a failure to activate genes

associatedwith the cardiac contractile apparatus such as cardiac

troponin T (cTnT) and myosin heavy chain genes, whereas

bvhtH4mis EBs showednormal expression comparable toWTcon-

trols (Figure 2H). In contrast, neuronal and endodermal genes

were expressed normally in bvhtdAGIL EBs in response to retinoic

acid treatment similar to WT and bvhtH4mis EBs (Figures S2F and

S2G). Although these data do not preclude a secondary role for

the5WJ, our analysis suggests that theBvhtAGILmotif is required

for formation of spontaneously contracting EBs.

Braveheart AGIL Motif Is Necessary for Cardiovascular
Lineage Commitment
To further dissect AGIL function in the cardiovascular lineage, we

employed a directed in vitro CM differentiation assay that per-

mits isolation of cell populations at well-defined stages (ESCs,

precardiac mesoderm [MES], CPs, and CMs) (Kattman et al.,

2011; Wamstad et al., 2012) (Figure 3A). At each stage, cells

are subject to fluorescence-activated cell sorting (FACS) using

antibodies against specific markers to quantify differentiation

efficiency. Using this approach, we routinely isolate a high

percentage of Pdgfra+, Flk1+ (MES), Nkx2.5-GFP+ (CP), and

cTnT+ (CM) cell populations (Figure 3B). In contrast, FACS of

bvhtdAGIL cells showed a striking reduction in the percentage of

CP and CM marked cells during differentiation. We also demon-

strate that although bvhtdAGIL and WT cells showed similar

morphology at day 4 (MES), immunofluorescence of the cultures

at day 5.3 (CP) and day 10 (CM) using antibodies against Nkx2.5-

GFP or cTnT, respectively, showed no staining in the mutant

cells (Figure 3C). These results are highly reproducible among

multiple independent bvhtdAGIL ESC clones and similar to shRNA

depletion of Bvht (Figures S3A, S3B, and S3E), suggesting that

the differentiation defects are not due to off-target effects.

We next analyzed the expression of a set of cardiac TFs

that failed to activate upon shRNA-mediated depletion of

Bvht (Figures S3C and S3D) (Klattenhoff et al., 2013). The meso-

dermal marker Brachyury showed higher expression at day 4 in

bvhtdAGIL cells and sustained expression at day 5.3 compared to

WT controls (Figure 3D). MesP1 is one of the earliest known

markers of a common multi-potent cardiovascular progenitor

(Bondue et al., 2008; Lindsley et al., 2008) and showed

decreased expression at day 4 (MES) in bvht-shRNA-depleted

cells (Klattenhoff et al., 2013). Although MesP1 expression

showed no change in the bvhtdAGIL mutant, we observed a failure

to activate the cardiac TFs downstream of this factor, including

Nkx2.5, Gata4, Gata6, Hand1, Hand2, Tbx5, and Mef2c,

compared to WT cells, suggesting that distinct regions of Bvht

contribute to its total activity (Figure 3E). These data are highly

reproducible using multiple independent ESC clones (Fig-

ure S3F). Moreover, expression of WT Bvht from the ROSA26

locus in the bvhtdAGIL background (Figure S3G) rescued the

CM differentiation defect, indicating that the phenotype is due

to loss of AGIL function (Figures S3H–S3K). Together, our data

point to a central role for the Bvht AGIL motif in specifying the

cardiovascular lineage.

Braveheart AGIL Interacts with Factors that Bind G-Rich
Nucleic Acids
A prevailing model suggests that lncRNAs act as molecular scaf-

folds, mediating interactions with proteins (Geisler and Coller,

2013; Quinn and Chang, 2016; Rinn and Chang, 2012). Although

genome-wide studies support binding between lncRNAs and

proteins, few studies have identified RNA structural motifs

(D) Northern blot analysis showing the levels of Bvht transcripts in indicated ESC lines. rRNAs are used for loading control.

(E) qRT-PCR analysis showing the levels of Bvht and ESC pluripotency markers Oct4 and Nanog in indicated ESC lines. Experiments were performed in triplicate

and data are represented as mean values ± SD.

(F) Immunofluorescence staining of indicated ESCs using Oct4 antibody. Nuclei were stained with DAPI. BF, bright field. Scale bar, 100 mm.

(G) Percentage of spontaneously contracting embryoid bodies (EBs) at day 12 of differentiation (n > 200) from indicated ESCs.

(H) qRT-PCR analysis of EBs at day 12 showing the relative levels of CM markers from indicated ESC lines.

All experiments were performed in triplicate and data are represented asmean values ± SD. *p < 0.05; **p < 0.01; ***p < 0.001; ****p < 0.0001 (two-tailed Student’s

t test).

See also Figure S2.
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responsible for these interactions (Chu et al., 2015). To identify

proteins that potentially interact with the Bvht AGIL motif, we

used a human protein microarray platform that has successfully

identified lncRNA-binding proteins (Kretz et al., 2013; Siprashvili

et al., 2012). Full-length Bvht and bvhtdAGIL transcripts were

generated by in vitro transcription and labeled with Cy5 (Fig-

ure S4A; Table S2). Equal concentrations of labeled transcript

were then individually incubated with the protein microarray
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Figure 3. Bvht AGIL Motif Is Necessary for Cardiovascular Lineage Commitment

(A) Timeline of CM differentiation protocol. Black and gray bars represent the time period where differentiating cultures were treated with the growth factors listed

below each respective bar.

(B) Cells at indicated time points were analyzed for marker expression by flow cytometry. Numbers in plots indicate percentage of gated populations.

(C) Immunofluorescence staining of indicated cells using anti-GFP (day 5.3) and anti-cTnT (day 10) antibodies. Nuclei were stained with DAPI. BF, bright field.

Scale bar, 100 mm.

(D and E) qRT-PCR analysis showing the relative levels of Brachyury (D) and cardiac (E) TFs at day 4 and day 5.3 from indicated ESC lines. WT value at day 4 (D)

and day 5.3 (E) is set to 1 for each gene.

All experiments were performed in triplicate and data are represented as mean values ± SD. *p<0.05; **p<0.01; ***p<0.001; ****p<0.0001 (two-tailed Student’s

t test).

See also Figure S3.
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containing �9,400 recombinant human proteins (Human Proto-

Array). Using a stringent cut-off (Z score > 3), we identified 12

candidates that strongly interacted with the WT transcript (Fig-

ures 4A and S4B; Table S2). Notably, four of these candidates

(CNBP, HNRNPF, SFRS9, and KCNAB2) showed dramatically

decreased binding when the array was probed with the bvhtdAGIL

transcript (Figures 4B and 4C). These proteins are conserved be-

tween mouse and human and are highly expressed across the

differentiation time course except for KCNAB2 (Figure S4C).

We previously showed that Bvht interacts with the Polycomb

A

C

D

B

Figure 4. Bvht Interacts with CNBP, a Zinc-Finger TF

(A) Protein microarray analysis detectingBvht-interacting proteins. Cy5-labeledBvht and bvhtdAGIL transcripts were incubated with a human recombinant protein

microarray. Z scores of fold-change signal intensity over background are depicted in the scatterplot. The dashed blue line represents the Z score cutoff used to

select significant RNA-protein binding events. The significant Bvht-binding proteins are colored in red. The horizontal axis is Bvht, and the vertical axis for

bvhtdAGIL. A logarithmic scale was used to display both axes.

(B) Quantification of human protein microarray showing fold changes of signal intensity over background for indicated proteins. Values are the average of

duplicate protein spots.

(C) Image of human protein microarray (left) and enlarged subarray (right) showing that mutation of AGIL motif dramatically reduces the interaction between Bvht

and CNBP, HNRNPF, and SFRS9. Alexa Fluor 647-labeled rabbit anti-mouse IgG or anti-human IgA2 in corners and middle edge of each subarray are used for

reference.

(D) RNA immunoprecipitation showing the interaction between Bvht and CNBP, HNRNPF, and SFRS9 in ESCs. Flag-tagged CNBP, HNRNPF, or SFRS9 was

constitutively expressed in both WT and bvhtdAGIL ESCs. Immunoblot analysis using anti-Flag antibody shows equal expression levels of Flag-tagged CNBP,

HNRNPF, and SFRS9 in indicated ESCs. Mouse IgG was used for negative control.

All experiments were performed in triplicate and data are represented as mean values ± SD. *p<0.05; **p<0.01; ***p<0.001; ****p<0.0001 (two-tailed Student’s

t test).

See also Figure S4 and Table S2.
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repressive complex (PRC2) (Klattenhoff et al., 2013); however,

we did not detect any change in the interaction with PRC2 in

the mutant ESCs by RNA immunoprecipitation (RIP) (data not

shown), suggesting that AGIL is not required for this interaction

and that cooperation between Bvht and PRC2 may be a later

event in regulating CM differentiation.

We next validated the interaction between Bvht and mouse

CNBP, HNRNPF, and SFRS9 by expressing mouse Flag-tagged

versions of these factors in bothWT and bvhtdAGIL ESCs followed

by immunoprecipitation using an anti-Flag antibody (Figure 4D).

We found that all three candidates co-purified with WT Bvht,

but not bvhtdAGIL, as shown by qRT-PCR. Upon analysis of

ProtoArray results available for �20 distinct non-coding RNAs

(Kretz et al., 2013; Marques Howarth et al., 2014; Siprashvili

et al., 2012), CNBP and HNRNPF binding appeared to be highly

specific to Bvht, whereas SFRS9 interacted broadly with other

non-coding RNAs. HNRNPF, a member of ubiquitously ex-

pressed heterogeneous nuclear ribonucleoproteins family, is

an RNA-binding protein with roles in mRNA splicing and mRNA

metabolism and transport, and can bind G-rich sequences (Ma-

tunis et al., 1994; Reznik et al., 2014; Wang et al., 2012). CNBP

(ZNF9) is a zinc-finger TF containing seven CCHC-type zinc fin-

gers and one RNA recognition motif (RGG) (Figure 5A) that also

binds G-rich single-stranded DNA and RNA (Armas et al.,

2008; Calcaterra et al., 2010). CNBP has roles in neural crest

cell expansion, and null mice die around embryonic day 10.5

(E10.5) (Chen et al., 2003; Weiner et al., 2007, 2011); however,

its overall function is poorly characterized. Notably, CNBP is

highly expressed in heart and skeletal muscle, and heterozygous

cnbp+/�mice exhibit severe dilated cardiomyopathy (Chen et al.,

2007).Moreover, CNBP is currently the only knowngene linked to

myotonic dystrophy type 2 in human, and patients often display

severe heart defects (Jones et al., 2011; Lee et al., 2012; Liquori

et al., 2001). Thus, given its binding preference for single-

stranded G-rich nucleic acids and its understudied roles in the

heart, we focused on further characterization of CNBP.

CNBP Represses CM Differentiation
To test the function of CNBP in our system, we introduced small

indels using CRISPR/Cas9 genome editing in both WT and

bvhtdAGIL ESCs, generating cnbpKO and cnbpKO;bvhtdAGIL

ESCs (Figures 5A and S5A). Clones were sequenced for the

presence of the mutations and immunoblot confirmed loss of

CNBP in both cnbpKO and cnbpKO;bvhtdAGIL ESCs (Figure 5B).

Importantly, neither disruption of theBvht AGILmotif nor cnbpKO

affected the expression of either CNBP or Bvht, respectively

(Figures 5B and S5B). Moreover, loss of CNBP did not affect

the expression of ESC pluripotency markers Oct4 and Nanog,

similar to bvhtdAGIL (Figure S5B).

We next tested two independent cnbpKO ESC clones for their

ability to differentiate into CMs. As shown in Figure S5C, cnbpKO

cells show similar morphologies to WT cells at both day 2 and

day 4 of differentiation and are fully capable of differentiating

into CPs at day 5.3 and CMs at day 10, as shown by immunoflu-

orescence analysis of Nkx2.5-GFP and cTnT, respectively. In

fact, cnbpKO cells generate significantly higher percentages of

Nkx2.5-GPF+ cells (CP) at day 5.3 and cTnT+ cells (CM) at day

10 by FACS when compared to WT cells (Figure 5C). Moreover,

qRT-PCR analysis showed that cardiac TFs (e.g., Nkx2.5, Gata4,

Gata6, Hand2, and Tbx5) at day 5.3 and CMmarker genes (e.g.,

cTnT,Myh6, andMyh7) at day 10 exhibit higher expression levels

in cnbpKO cells compared to WT cells (Figures 5D and 5E).

To further test CNBP function, we constitutively overex-

pressed Flag-tagged CNBP in WT ESCs, which did not affect

the expression levels of Bvht and ESC pluripotency markers

Oct4 and Nanog (Figure S5D). In contrast to cnbpKO ESCs, cells

expressing higher levels of CNBP produced significantly lower

percentages of Nkx2.5-GPF+ cells (CP) at day 5.3 and cTnT+

cells (CM) at day 10 compared to control cells by FACS (Figures

5G and S5E). Consistent with these data, cardiac TFs and CM

marker genes showed decreased expression levels by qRT-

PCR upon CNBP overexpression (Figures 5H and 5I). Together,

our data suggest that CNBP functions, in part, as a negative

regulator of cardiovascular lineage commitment.

Loss of CNBP Partially Rescues the bvhtdAGIL Phenotype
Based on the above results, we hypothesized that Bvht may

functionally antagonize CNBP to promote cardiovascular lineage

commitment, predicting that loss of CNBP would rescue the

bvhtdAGILmutant phenotype. To test this idea, we first performed

EB differentiation of cnbpKO;bvhtdAGIL ESCs compared to WT

ESCs. At day 12 of EB differentiation, the expression levels

of CM marker genes including cTnT, Myh6, and Myh7 were

significantly restored in the cnbpKO;bvhtdAGIL double mutant

cells compared to bvhtdAGIL single mutant (Figure S6A). We

then performed the CM differentiation assay and found that the

cnbpKO;bvhtdAGIL double mutants produced significantly

increased percentages of CP and CM cells compared to the

bvhtdAGIL mutant alone (Figure 6A). Nkx2.5 is expressed

throughout the CP-to-CM stages (Ma et al., 2008; Wamstad

Figure 5. CNBP Represses CM Differentiation

(A) Diagram of CNBP (Uniprot: P53996-2) functional domains, including seven CCHC zinc fingers (aa 4–21, 45–62, 65–82, 89–106, 110–127, 128–145, and

149–166) and RGG box of RNA binding (aa 22–35). The target sequence of CNBP_sgRNA-1 is labeled on the bottom.

(B) Immunoblot analysis with anti-CNBP antibody showing the protein levels of CNBP in indicated ESC lines. GAPDH was used as loading control.

(C) Cells at indicated time points were analyzed for marker expression by flow cytometry. Numbers in plots indicate percentage of gated populations.

(D and E) qRT-PCR analysis showing the relative levels of cardiac marker genes at day 5.3 (D) and day 10 (E) of CM differentiation.

(F) Immunoblot analysis with anti-CNBP antibody showing the protein levels of endogenous CNBP and recombinant CNBP-FLAG in ESCs. GAPDH was used as

loading control.

(G) Cells at indicated time points were analyzed for marker expression by flow cytometry. Numbers in plots indicate percentage of gated populations.

(H and I) qRT-PCR analysis showing the relative levels of cardiac marker genes at day 5.3 (H) and day 10 (I) of CM differentiation.

All experiments were performed in triplicate and data are represented as mean values ± SD. *p<0.05; **p<0.01; ***p<0.001; ****p<0.0001 (two-tailed Student’s

t test).

See also Figure S5.
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et al., 2012). Markedly, cnbpKO;bvhtdRHT mutant cells generate

percentages of Nkx2.5-GFP+ cells at day 10 (CM) comparable

to WT cells. Coinciding with our FACS analysis, the cnbpKO;

bvhtdAGIL cells also showed significant levels of Nkx2.5 and

cTnT by immunofluorescence staining (Figures 6B and 6E),

whereas levels were undetectable in bvhtdAGIL mutant alone

(Figure 3C).

We then analyzed the expression of the mesodermal marker

Brachyury and key cardiac TFs by qRT-PCR (Figures 6C and

6D). Brachyury levels in cnbpKO;bvhtdAGIL double mutants

showed comparable expression levels to WT cells. Expression

of Nkx2.5, Gata4, Gata6, Hand2, and Mef2c was also partially

restored at both day 5.3 and day 10. Moreover, we observed

that the CM-specific genes cTnT, Myh6, and Myh7 showed a

significant increase in expression (50%�70% relative to WT

cells) in cnbpKO;bvhtdAGIL double mutants compared to the

AGIL mutant alone (Figure 6E). Together, our data suggest that

CNBP andBvht function together to regulate cardiovascular line-

age commitment.

DISCUSSION

Our work establishes that RNA secondary structure determina-

tion coupled with genetic studies can reveal important functional

motifs required for lncRNA mechanisms of action. Our study

revealed several important findings regarding the role of Bvht

in cardiovascular lineage commitment. First, we show that

Bvht adopts a modular secondary structure in vitro that harbors

a 50 AGIL. Remarkably, a small 11 nt deletion in the AGIL motif

(bvhtdAGIL) within the �590 nt non-coding transcript prevents

the transition from nascent mesoderm to the CP state in our

in vitro differentiation assay. Second, we found that the zinc-

finger TF CNBP specifically interacts with Bvht. We also show

that CNBP acts as a negative regulator of the cardiac develop-

mental program and that genetic ablation of CNBP partially

rescues the differentiation defect of bvhtdAGIL mutant cells.

Collectively, these data suggest that Bvht functionally antago-

nizes CNBP to promote cardiovascular lineage commitment

(Figure 6F).

In some cases, lncRNAs such as GAS5, PANDA, NF-YA, and

NORAD have been reported to function as molecular decoys

to titrate interacting proteins away from their regulatory targets

through competitive binding (Hung et al., 2011; Kino et al.,

2010; Lee et al., 2016). However, the low abundance of Bvht

transcript makes the molecular decoy model unlikely to explain

its mode of action. Expression of Bvht from the ROSA26 locus

using its endogenous promoter largely rescues the AGIL mutant

phenotype, suggesting that low copy number is sufficient to

mediate its function in trans in a locus-specific manner (Figures

S3G–S3K). Recently, lncRNAs including Fendrr, PRNA, and

PARTICL were found to target specific genomic loci through

directly hybridizing to nascent DNA via sequence complemen-

tarity or DNA:DNA:RNA (Grote et al., 2013; O’Leary et al.,

2015; Schmitz et al., 2010). In addition, it has been proposed

that low-abundance RNAs such as the RNA component of telo-

merase (TERC), which can perform multiple turnover reactions,

could accomplish super-stoichometric functionalities (Goff and

Rinn, 2015; Mozdy and Cech, 2006; Zappulla and Cech, 2004),

providing another potential model for studying the molecular

mechanisms of low-abundance lncRNAs such as Bvht in future

studies.

Our results suggest CNBP is a critical component of Bvht’s

mode of action in cardiovascular lineage commitment. CNBP

is highly conserved among vertebrates and can bind single-

stranded G-rich DNA or RNA (Calcaterra et al., 2010). It has

been proposed that CNBP acts as a nucleic acid chaperone

and can promote the formation of G-quadruplex (G4) structures

in which four guanines are assembled in a planar arrangement by

Hoogsteen hydrogen bonding followed by intra- or inter-molec-

ular folding of the tetramers (Armas et al., 2008; Borgognone

et al., 2010; Rhodes and Lipps, 2015). For example, CNBP re-

presses the expression of heterogeneous ribonucleoprotein K

(hnRNPK) in fibrosarcoma cells and c-Myc in human HeLa cells

through its conversion of promoter G-rich sequences into G4

DNA (Chen et al., 2013; Qiu et al., 2014). We found that different

algorithms including QGRS Mapper, QGRS-H Predictor, and

TetraplexFinder all predict that the Bvht AGIL motif can form a

G4 structure (Figure S6B) (Kikin et al., 2006; Menendez et al.,

2012; Yadav et al., 2008). Notably,G4motifs have been identified

in the promoters or UTRs of cardiac genes such Nkx2.5, Gata4,

and Mef2d (Nie et al., 2015; Zhang et al., 2008). Moreover, the

specific inactivation of the G4-resolving RNA helicase RHAU in

either cardiac mesoderm or progenitors leads to abnormal heart

development (Nie et al., 2015). Thus, it is possible that Bvht and

CNBP function together to regulate cardiac gene expression

through control of G4 structures. Our probing studies indicate

that the stems that flank the AGIL motif may be important for

maintaining the G-rich loop in a single-stranded conformation,

which could be important for facilitating CNBP binding to this re-

gion. Thus, detailed mechanistic follow-up of this and other

models, as well as dissecting the function of additional Bvht

AGIL-interacting proteins, will be a focus of future investigation.

Figure 6. Loss of CNBP Partially Rescues the bvhtdAGIL Phenotype

(A) Cells at indicated time points during CM differentiation were analyzed for marker expression by flow cytometry. Numbers in plots indicate percentage of gated

populations.

(B) Immunofluorescence staining of indicated cells using anti-GFP (day 5.3) and anti-cTnT (day 10) antibodies. Nuclei were stained with DAPI. BF, bright field.

Scale bar, 100 mm.

(C andD) qRT-PCR analysis showing the relative levels of Brachyury (C) and core cardiac (D) TFs.WT value at day 4 (C) or at day 5.3 (D) was set to 1 for each gene.

(E) qRT-PCR analysis showing the relative levels of CM marker genes at day 10.

(F) Model of Bvht and CNBP regulating cardiovascular lineage commitment. Bvht functionally antagonizes the repression of CNBP on the transition from cardiac

mesoderm to progenitors. Potential additional factors working together with Bvht remained to be elucidated.

All experiments were performed in triplicate and data are represented as mean values ± SD. *p<0.05; **p<0.01; ***p<0.001; ****p<0.0001 (two-tailed Student’s

t test).

See also Figure S6.
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Our work demonstrates that the identification of specific mo-

tifs by carefully dissecting individual lncRNAs is critical for under-

standing overall lncRNA function and can explain why these

transcripts are overall lowly conserved at the sequence level.

Recently, in vivo DMS and SHAPE methods were developed to

directly probe RNA structure in living cells (Ding et al., 2014;

Rouskin et al., 2014; Spitale et al., 2013); however, the low abun-

dance of many lncRNAs makes it difficult probe their structures

in vivo, and the complex binding of proteins to RNAs can make

interpretation of probing signals more complicated. Thus, sec-

ondary structure maps of free RNA molecules are necessary to

facilitate a complete understanding of how these structures

contribute to lncRNAmodes of action under complex conditions.

Together, determination of lncRNA motifs using both in vitro and

in vivo probing results could be used to identify motif sequence

fingerprints and homologs across species through phylogenetic

sequence alignments and covariance analysis (Sanbonmatsu,

2016). Recent studies show that lncRNAs may undergo multiple

secondary structure conformations in vivo (Lu et al., 2016). Our

combined 3S and functional analyses confidently identify the

AGIL motif; however, we have not eliminated the possibility of

alternative folds. In some cases, RNA also forms higher-order

structures composed of tightly packed secondary structure ele-

ments (Leontis et al., 2006; Weeks, 2010). Thus, dissecting ter-

tiary structures of lncRNAs under physiological conditions also

represents an important area for future investigation. In vitro sec-

ondary structures of lncRNAs are also an important first step to-

ward crystallographic and cryoelectron microscopy (cryo-EM)

3D structures. Ultimately, studies aimed at mechanistic dissec-

tion of lncRNA structures are expected to facilitate a detailed un-

derstanding of how these transcripts contribute to fundamental

biological processes and open the door to exploiting RNAmotifs

as biological and therapeutic tools.

EXPERIMENTAL PROCEDURES

Detailed experimental and analysismethods can be found in the Supplemental

Experimental Procedures.

Chemical Probing

SHAPE probing was performed using fast-acting 1M7 reagent (Deigan et al.,

2009), and DMS probing was performed as described (Tijerina et al., 2007).

ESC Lines and Growth Conditions

mESCs were cultured on irradiated mouse embryonic fibroblasts (MEFs) using

standard conditions as previously described (Wamstad et al., 2012). NKX2.5-

GFP mESCs (Hsiao et al., 2008) were used as WT ESCs in this study.

Generation of ESC Lines with CRISPR/Cas9

CRISPR/Cas9-mediated homology-directed repair or non-homologous end

joining was performed as described (Ran et al., 2013) using a bicistronic

expression vector expressing Cas9 and sgRNA (px330, Addgene #42230).

ESC Differentiation

EB formation and directed differentiation were performed as described (Klat-

tenhoff et al., 2013; Wamstad et al., 2012).

Immunostaining ESCs and Differentiated Cell Types

Cells were fixed and stained according to our previous studies (Klattenhoff

et al., 2013; Wamstad et al., 2012).

Flag-Tagged CNBP, HNRNPF, and SFSR9

Flag-tagged CNBP/HNRNPF/SFRS9 cassette was cloned into pEGIP

(Addgene #26777). Lentiviral production and ESC infection were performed

using protocols from the RNAi Consortium (Broad Institute).

RNA Immunoprecipitation

Cells were UV cross-linked and RNA immunoprecipitation was performed as

described (Jeon and Lee, 2011; Lai et al., 2013).

ProtoArray Processing and Analysis

In vitro RNA production and labeling followed by probing the ProtoArray

Human Protein Microarray v5.0 (Life Technologies cat# PAH0525101) were

performed as described (Siprashvili et al., 2012).

ACCESSION NUMBERS
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ArrayExpress (http://www.ebi.ac.uk/arrayexpress): E-MTAB-4995.
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SUMMARY

Genome-wide association studies (GWASs) have
increased our knowledge of loci associated with
a range of human diseases. However, applying
such findings to elucidate pathophysiology and pro-
mote drug discovery remains challenging. Here, we
created isogenic human ESCs (hESCs) with muta-
tions in GWAS-identified susceptibility genes for
type 2 diabetes. In pancreatic beta-like cells differ-
entiated from these lines, we found that muta-
tions in CDKAL1, KCNQ1, and KCNJ11 led to
impaired glucose secretion in vitro and in vivo, coin-
ciding with defective glucose homeostasis. CDKAL1
mutant insulin+ cells were also hypersensitive to
glucolipotoxicity. A high-content chemical screen
identified a candidate drug that rescued CDKAL1-
specific defects in vitro and in vivo by inhibiting
the FOS/JUN pathway. Our approach of a proof-of-
principle platform, which uses isogenic hESCs for
functional evaluation of GWAS-identified loci and
identification of a drug candidate that rescues
gene-specific defects, paves the way for precision
therapy of metabolic diseases.

INTRODUCTION

Multiple genome-wide association studies (GWASs) have

correlated type 2 diabetes mellitus (T2DM) with genetic vari-

ants, yielding a large number of loci and associated gene

products that are linked to the disease phenotype—often

with little or no insight into the mechanism underlying

that link (Hivert et al., 2014). The current challenge is to

establish robust systems to systematically evaluate the role

of these loci using disease-relevant cells. Previous studies

have used patient samples, cell lines, or animal models to

seek mechanistic insight but with significant limitations. Large

variation is observed in primary patient samples, perhaps due

to genetic heterogeneity, whereas animal models present

major physiological and metabolic differences that hamper

understanding of the precise function of human genes in

T2DM. Therefore, a robust system to systematically evaluate

the role of T2DM-associated genes using disease-relevant

human cells will provide an important tool for diabetes

research and spur the development of precision (allele-spe-

cific) therapies, exemplified by the use of sulfonylurea drugs

to treat patients carrying certain KCNJ11 mutations (Gloyn

et al., 2004).

Human embryonic stem cells (hESCs) and human induced

pluripotent stem cells (hiPSCs) provide platforms to recapitu-

late cellular pathology of human diseases. Whereas two iPSC

models have been used to mimic pancreatic beta cell defects

in neonatal and inherited forms of diabetes, maturity onset dia-

betes of young 2 (Hua et al., 2013) and Wolfram syndrome pa-

tients (Shang et al., 2014), there is no robust model reported

for T2DM-associated loci in the literature. Here, we focused on

CDKAL1, KCNQ1, and KCNJ11 loci that were identified and

confirmed through the first wave of T2DM GWASs. Risk alleles

of the genetic variants at these loci are associated with aspects

of beta cell function (HOMA-B) rather than insulin resistance

(HOMA-IR) (Saxena et al., 2007; Scott et al., 2007; Steinthorsdot-

tir et al., 2007; Unoki et al., 2008; Yasuda et al., 2008). Some

studies suggested potential roles of these genes in pancreatic

beta cell function or survival. For example, knockdown ofCdkal1

enhanced endoplasmic reticulum (ER) stress in insulinoma

cells (Brambillasca et al., 2012), whereas Cdkal1�/� mice show

reduced first-phase insulin exocytosis (Ohara-Imaizumi et al.,
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2010) and are hypersensitive to high-fat-diet-induced ER stress

(Wei et al., 2011) and defects in glucose-stimulated insulin

secretion (Okamura et al., 2012).

For other T2DM-linked genes, population and rodent studies

reported mixed or even conflicting results. The risk allele

of lead SNP at KCNQ1 is associated with impaired insulin

secretion (Unoki et al., 2008; Yasuda et al., 2008) and reduced

insulin exocytosis in patients (Rosengren et al., 2012), and

Kcnq1�/� mice have impaired glucose-stimulated insulin secre-

tion (GSIS) (Boini et al., 2009). However, forced expression

of Kcnq1 in an insulinoma cell line resulted in impairment of

insulin secretion (Yamagata et al., 2011), and islets isolated

from Kcnq1�/� mice revealed no difference in insulin secretion

compared to wild-type islets (Asahara et al., 2015). Several acti-

vating mutations in KCNJ11 result in permanent neonatal DM

(Massa et al., 2005; Proks et al., 2004; Shimomura et al.,

2006), and a polymorphism E23K is consistently linked with

T2DM (Gloyn et al., 2003; Nielsen et al., 2003). A number of

heterozygous mutations result in congenital hyperinsulinism

(Bitner-Glindzicz et al., 2000). Heterozygous loss of murine

Kcnj11 causes a hyperinsulinemic phenotype, whereas com-

plete loss underlies eventual secretory failure (Remedi et al.,

2006). These mixed results suggest that GWAS-identified genes

may play a context-dependent role in human pancreatic beta

cells. Furthermore, using mouse models, it can be challenging

to differentiate whether the GWAS-associated alteration causes

cell-autonomous defects or acts indirectly through extra-

pancreatic tissues.

We built on recent work deriving glucose-responsive pancre-

atic beta-like cells from hESCs/iPSCs (Pagliuca et al., 2014; Re-

zania et al., 2014) and used isogenic hESC-derived glucose-re-

sponding cells to systematically examine the role of several

GWAS-identified genes in pancreatic beta cell function and

survival. Whereas the mutations do not affect the generation

of insulin+ cells, they impaired insulin secretion both in vitro

and in vivo, coinciding with defective glucose homeostasis.

CDKAL1�/� insulin+ cells also displayed hypersensitivity to glu-

colipotoxicity. A high-content chemical screen identified a

candidate drug that rescued CDKAL1�/�-specific defects by in-

hibiting the FOS/JUN pathway. These studies represent a proof

of principle for the use of isogenic hESC-derived cells to define

the precise role of genes associated with disease though

GWASs in human pancreatic beta cells, as well as the lead-

compound identification for pharmacological intervention of

T2DM.

RESULTS

Generation of Biallelic Mutant hESC Lines by CRISPR-
Cas9 Gene Targeting
We targeted indel mutations to CDKAL1, KCNQ1, or KCNJ11 in

INSGFP/W HES3 cells, because this reporter line allows for the

purification of insulin-producing (insulin+) cells (Micallef et al.,

2012). First, qRT-PCR was used to monitor the expression of

the targeted genes in insulin-GFP+ cells derived from INSGFP/W

HES3 cells. The transcript levels of CDKAL1, KCNQ1, and

KCNJ11 were detected at levels comparable to those observed

in primary human adult beta cells (Figure 1A), suggesting that

these genes are likely to function in the insulin+ cells.

To mutate each gene, INSGFP/W HES3 cells were electropo-

rated with a vector expressing Cas9 and a specific small guide

RNA (sgRNA) targeted to the first or second exon of each gene

(Table S1). After sub-cloning, an efficiency of 11%–15% (Table

S2) was observed for the creation of biallelic mutant lines. Multi-

ple independent clones for each mutation were expanded. All

established clones have typical hESC colony morphology and

express pluripotency markers, including OCT3/4, NANOG,

TRA-1-60, and TRA-1-81 (Figure S1A). To account for possible

variation between different clones, two clones (no. 1 and no. 2)

were chosen of each mutant line for further analysis. Biallelic

indel mutations for each of the targeted genes were verified by

genomic DNA sequencing (Figure S1B). Each indel mutation cre-

ates an early frame shift that is predicted to generate null alleles.

Western blotting experiments further validated the knockout

(KO) of the target genes in day 30 (D30) differentiated cells

derived from each mutant hESC line (Figure 1B).

Biallelic Mutation of CDKAL1, KCNQ1, or KCNJ11 Does
Not Affect the Stepwise Differentiation toward Insulin+

Cells or the Expression of More-Mature Beta Cell
Markers
The isogenic lines were differentiated using a strategy modified

slightly from a previously reported protocol (Rezania et al.,

2014), which is summarized in Table S3. Immunocytochemistry

analysis with antibodies against stage-specific markers was

used to quantify differentiation efficiency. No significant differ-

ence was detected between wild-type and any of the isogenic

mutant lines with respect to their capacity to differentiate to-

ward definitive endoderm (SOX17+/FOXA2+; DE; Figures S1C

and S1D) or pancreatic progenitors (PDX1+/NKX6.1+/SOX9+;

PP; Figures S1E–S1H). Flow cytometry analysis showed the

Figure 1. Biallelic Mutation of CDKAL1, KCNQ1, or KCNJ11 Does Not Affect Differentiation or Expression of Mature Pancreatic Beta Cell
Markers

(A) qRT-PCR experiments confirmed the expression of CDKAL1, KCNQ1, and KCNJ11 in insulin-GFP+ (INS-GFP+) cells derived from INSGFP/W HES3 cells (n = 4

independent experiments; error bars indicate SD). The expression level ofCDKAL1, KCNQ1, and KCNJ11 transcripts in primary human beta cells was calculated

by dividing the expression level in primary human islets by the percentage of insulin+ cells.

(B) Western blotting analysis of wild-type and isogenic mutant hESC-derived D30 cells.

(C) Representative flow cytometry analysis and quantification of WT and isogenic mutant hESC-derived cells at day 30; n = 3.

(D) Immunocytochemistry analysis of WT and isogenic mutant hESC-derived D30 cells. The insulin+ cells express mature beta cell markers, including PDX1,

NKX6.1, and NKX2.2. The scale bar represents 100 mm.

(E) Intracellular FACS analysis of D30 cells.

(F) Total c-peptide content per 1 k insulin-GFP+ cells asmeasured by ELISA; n = 3. Total c-peptide content in primary human beta cells was calculated by dividing

the total c-peptide in primary human islets by the percentage of insulin+ cells.

Clones no. 1 and no. 2 are two independent isogenic hESC clones carrying different frameshift mutations. hESCs were differentiated using protocol 2. The data

are presented as mean ± SD. See also Figure S1.

328 Cell Stem Cell 19, 326–340, September 1, 2016



percentage of insulin-GFP+ cells in D30 populations to be indis-

tinguishable between wild-type and the isogenic mutant lines

(Figures 1C and S1I). Together, these data suggest that biallelic

mutation of CDKAL1, KCNQ1, or KCNJ11 does not affect the

stepwise differentiation of insulin+ cells.

The expression of pancreatic beta cell makers in D30 hESC-

derived insulin+ cells was analyzed by immunocytochemistry,

and all cells, regardless of genotype, were found to express

markers indicative of mature pancreatic beta cells, including

PDX1, NKX6.1, and NKX2.2 (Figure 1D). Intracellular fluores-

cence-activated cell sorting (FACS) analysis showed that most

hESC-derived insulin+ cells express the mature beta cell marker

NKX6.1, but not the alpha cell marker glucagon (Figures 1E and

S1J). Wild-type and isogenic mutant cell lines did not differ with

respect to the NKX6.1+/insulin+ cell or insulin+/glucagon� cell

fractions (Figures 1E and S1J). Next, insulin-GFP+ cells were

purified by cell sorting and analyzed for transcript expression

levels with qRT-PCR (Figure S1K). Undifferentiated hESCs

served as a negative control and primary human islets as a pos-

itive control. Transcripts encoding mature pancreatic beta cells

markers, including NKX6.1, NKX2.2, PDX1, ISLET1, PAX6,

NEUROD1, GCK, G6PC2, UCN3, and MAFA are highly ex-

pressed at levels comparable to human islets in hESC-derived

insulin-GFP+ cells. No significant difference was observed

between wild-type and isogenic mutant insulin-GFP+ cells (Fig-

ure S1K). The total c-peptide level of wild-type and mutant

hESC-derived insulin-GFP+ cells, as measured by ELISA, was

comparable to levels in primary human islets (Figure 1F; Table

S4). Thus, mutation of CDKAL1, KCNQ1, or KCNJ11 does not

significantly affect the generation of mature beta-like cells or

insulin production.

Mutation of CDKAL1, KCNQ1, or KCNJ11 Differentially
Impairs Insulin Secretion in Response to Multiple
Secretagogues
The major function of pancreatic beta cells is to secrete insulin/

c-peptide upon induction by secretagogues. D30-differentiated

wild-type or mutant cells were stimulated with 30 mM KCl, and

secreted human c-peptide was measured by ELISA. Wild-type

cells respond with a 4.5- ± 1.6-fold induction of c-peptide secre-

tion (Figures 2A, 2B, and S2A). CDKAL1�/� cells showed a small

but insignificant decreased response, whereas KCNQ1�/� and

KCNJ11�/� cells were severely and significantly impaired in their

response to KCl stimulation (Figures 2A and 2B). The cells were

further queried for their response to 10 mM arginine. Again, both

wild-type and CDKAL1�/� D30 cells responded well, whereas

KCNQ1�/� and KCNJ11�/� cells failed to respond (Figures 2C,

2D, and S2B). D30 cells were also stimulated with 20 mM forsko-

lin or 50 mM IBMX tomeasure cyclic AMP (cAMP)-induced insulin

secretion. Wild-type cells responded well to both, yielding 7.2- ±

1.9- and 6.2-± 1.8-fold induction of c-peptide secretion, respec-

tively (Figures 2E, 2F, and S2C). Cells carrying the three mutant

alleles were able to respond to both forskolin and IBMX stimula-

tion (Figure 2E), but compared to wild-type cells, the fold induc-

tion was significantly decreased (Figure 2F). Finally, wild-type

cells stimulated with 2 mM (low) or 20 mM (high) D-glucose

responded to high glucose with a 2.3- ± 0.8-fold induction of

c-peptide secretion, whereas all three mutant genotypes failed

to respond (Figures 2G, 2H, and S2D). Thus, loss of KCNQ1 or

KCNJ11 affects insulin secretion. Because CDKAL1�/� cells

respond to KCl and arginine (Figures 2A and 2C), but not

cAMP or glucose stimulation (Figures 2E and 2G), CDKAL1

may be involved in cAMP and glucose sensing rather than

exocytosis of insulin granules.

Patch-clamp experiments were used to determine KATP chan-

nel activity in KCNJ11�/� cells. To perform KATP current record-

ings, wild-type insulin-GFP+ cells were held at 0 mV to inactivate

any voltage-gated ion channels, and KATP currents were elicited

by depolarization from holding potential (HP) = 0 mV to +80 mV.

KATP channels were activated by the KATP-channel-specific acti-

vator diazoxide (Pasyk et al., 2004; Figure S2E) and inhibited

by KATP-channel-specific blocker glybenclamide. The effect of

diazoxide was reversible. After washout of diazoxide, glybencla-

mide further reduced current amplitude from 400 pA to �200 pA

(Figure S2F), suggesting that, in the absence of diazoxide, there

were basal KATP channel activities, which was likely induced by

the pipette solution. Whereas KATP currents were recorded in

wild-type insulin-GFP+ cells, diazoxide and glybenclamide did

not produce any effects in the recordings from insulin-GFP+

KCNJ11�/� mutant cells (Figure S2G), suggesting the absence

of KATP channel activity.

CDKAL1–/– Insulin-GFP+ Cells Are Hypersensitive to
Glucolipotoxicity
Hyperglycemia and hyperlipidemia are two major risk factors

associated with pancreatic beta cell death in diabetic pa-

tients. Wild-type and isogenic CDKAL1�/�, KCNQ1�/�, and

KCNJ11�/�D30 insulin-GFP+ cells were cultured in the presence

of 35 mM D-glucose for 96 hr or 1 mM palmitate for 48 hr. Cells

were stained with propidium iodide (PI) to determine the cell

death rate (Figure 3A). No significant difference was detected

between wild-type and mutant insulin+ cells under control

conditions. However, the percentage of PI+/insulin+ cells in

CDKAL1�/� insulin+ cells was significantly higher compared to

wild-type insulin+ cells exposed to 35 mM D-glucose or 1 mM

palmitate, indicating that CDKAL1�/� insulin+ cells are hyper-

sensitive to glucotoxicity and lipotoxicity (Figure 3B). In contrast,

neither KCNQ1�/� nor KCNJ11�/� insulin+ cells showed in-

creased sensitivity to glucotoxicity or lipotoxicity (Figure S3A).

Treated cells were stained with the apoptosis marker

annexin V, as well as the cell death marker 7AAD, and evaluated

by flow cytometry to measure apoptosis in insulin-GFP+ cells

(Figures 3C and S3B). Consistent with the PI staining results,

the percentage of annexin V+/7AAD� cells in CDKAL1�/� insu-

lin-GFP+ cells was significantly higher than wild-type (Figure 3D),

KCNQ1�/�, or KCNJ11�/� insulin-GFP+ cells when cultured in

the presence of 35 mM D-glucose or 1 mM palmitate (Figures

S3C and S3D). We also measured the proliferation rate of wild-

type and CDKAL1�/� insulin-GFP+ cells (Figure S3E), which

showed no significant difference (Figure S3F). RNA sequencing

(RNA-seq) was used to compare the gene expression profiles

in wild-type and CDKAL1�/� cells cultured in the presence or

absence of palmitate. ER-stress-related genes were found

significantly upregulated in CDKAL1�/� cells cultured under

palmitate conditions (Figures 3E and 3F). This suggests, consis-

tent with the literature (Brambillasca et al., 2012;Wei et al., 2011),

that loss of CDKAL1 induces elevated ER stress under exposure

to high levels of fatty acids.
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Figure 2. Biallelic Mutation of CDKAL1, KCNQ1, or KCNJ11 Impairs Insulin Secretion upon Various Stimulations

(A and B) Human c-peptide (%of content; A) and fold change (B) of wt and isogenicmutant cells at day 30with or without 30mMKCl stimulation in the presence of

2 mM D-glucose; n = 3.

(C and D) Human c-peptide (% of content; C) and fold change (D) of wt and isogenic mutant cells at day 30 with and without 10 mM arginine stimulation in the

presence of 2 mM D-glucose; n = 3.

(E and F) Human c-peptide (% of content; E) and fold change (F) of wt and isogenic mutant cells at day 30 with or without 20 mM forskolin and 50 mM IBMX

stimulation in the presence of 2 mM D-glucose; n = 3.

(G and H) Human c-peptide (% of content; G) and fold change (H) of wt and isogenic mutant cells at day 30 with 2 mM or 20 mM D-glucose; n = 3.

Arg, arginine; forsk, forskolin; LG, 2 mMD-glucose; HG, 20 mMD-glucose. Human c-peptide secretion was calculated by dividing the secreted c-peptide by the

total c-peptide of insulin-GFP+ cells or primary human beta cells. Clones no. 1 and no. 2 are two independent isogenic hESC clones carrying different frameshift

mutations. hESCs were differentiated using protocol 2. The data are presented as mean ± SD. n.s. indicates a non-significant difference. p values calculated by

unpaired two-tailed Student’s t test were *p < 0.05, **p < 0.01, ***p < 0.001, and ****p < 0.0001. See also Figure S2.
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Figure 3. CDKAL1–/– Insulin-GFP+ Cells Are Hypersensitive to Glucotoxicity and Lipotoxicity

(A and B) Immunocytochemistry analysis (A) and quantification of the percentage (B) of PI+/insulin+ cells in wt orCDKAL1�/� insulin+ cells cultured in the presence

of 2 mM D-glucose (ctrl-g), 35 mM D-glucose (glu), no palmitate (ctrl-p), or 1 mM palmitate (palm). PI+/insulin+ cells are highlighted by arrows.

(C and D) Flow cytometry analysis (C) and quantification of the percentage (D) of annexin V+ cells in wt and CDKAL1�/�insulin-GFP+ cells cultured as in (A).

(E) Heatmap representing the expression profiles of ER-stress-related genes comparing wt and CDKAL1�/� insulin+ cells cultured in the absence or presence of

1 mM palmitate.

(F) Ingenuity pathway analysis of genes that are >2-fold upregulated in CDKAL1�/� insulin+ cells cultured in the presence of 1 mM palmitate.

INS, insulin; PI, propidium iodide. n = 3 independent biological replicates. n.s. indicates a non-significant difference. Clones no. 1 and no. 2 are two independent

isogenic hESC clones carrying different frameshift mutations. hESCs were differentiated using protocol 2. p values calculated by unpaired two-tailed Student’s

t test were *p < 0.05, **p < 0.01, ***p < 0.001, and ****p < 0.0001. The scale bar represents 100 mm. See also Figure S3.
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CDKAL1–/–, KCNQ1–/–, and KCNJ11–/– hESC-Derived
Beta-like Cells Show Defective GSIS and Impaired
Capacity to Maintain Glucose Homeostasis In Vivo
To determine the survival and functional capacities of

CDKAL1�/�, KCNQ1�/�, and KCNJ11�/� hESC-derived beta-

like cells in vivo, wild-type and isogenic mutant glucose-re-

sponding cells were transplanted under the kidney capsule of

immuno-deficient severe combined immunodeficiency (SCID)-

beige mice. Two days after transplantation, the mice were

treated with 200 mg/kg streptozotocin (STZ) to chemically

ablate endogenous murine pancreatic beta cells (Figure S4A).

After STZ treatment, the levels of mouse insulin are below the

detection limit of the ELISA kit (Figure S4B). Two weeks post-

transplantation, SCID-beige mice carrying human cells were

fasted overnight and monitored for GSIS, measuring by ELISA

human insulin in serum at fasting and 30 min after stimulation

with 3 g/kg glucose (Figures 4A and S4C). SCID-beige mice

transplanted with wild-type or mutant cells displayed indistin-

guishable concentrations of human insulin (Figure 4A). By

6 weeks post-transplantation, SCID-beige mice carrying wild-

type cells showed significantly increased insulin secretion after

glucose stimulation (Figures 4B and S4D), whereas SCID-beige

mice carrying CDKAL1�/�, KCNQ1�/�, or KCNJ11�/� cells

continued to fail to respond to glucose stimulation (Figure 4B).

Because SCID-beige mice transplanted with wild-type or

mutant cells displayed indistinguishable concentrations of hu-

man insulin at 2 weeks after transplantation (Figure 4A), the

failed GSIS of mice carrying mutant cells at 6 weeks after trans-

plantation is due to the impaired function of the transplanted

cells rather than unsuccessful transplantation. These results

validate in vivo the impaired glucose response measured in

mutant cells in vitro (Figure 2G).

To monitor the capacity of the transplanted cells to main-

tain glucose homeostasis in STZ-treated mice beyond an

0

10

20

30

40

50

60

70

80

90

100

0

100

200

300

400

500

600

0

100

200

300

400

500

600

700

800

900

0 15 30 45 60 75 90105120

wt
CDKAL1-/-

0

100

200

300

400

500

600

700

800

900

0 15 30 45 60 75 90105120

wt
KCNQ1-/-

0

100

200

300

400

500

600

700

800

900

0 15 30 45 60 75 90105120

wt
KCNJ11-/-

0

10000

20000

30000

40000

50000

60000

70000

80000

*

* *
* *****

***

**
*

*

*
*

* A
U

C ****

**

Time (min)

B
lo

od
 G

lu
co

se
 (m

g/
dL

)

*

n.s.
n.s. n.s.

n.s.
n.s.

n.s.

wt         CDKAL1-/-   KCNQ1-/-   KCNJ11-/- 

A

C D

***

wt         CDKAL1-/-   KCNQ1-/-   KCNJ11-/-

fasting
after
glucose

Bn.s.

H
um

an
 in

su
lin

 (p
g/

m
L)

H
um

an
 in

su
lin

 (p
g/

m
L)

*

** **
**

Figure 4. CDKAL1–/–, KCNQ1–/–, and

KCNJ11–/– Cells Show Defective Glucose-

Stimulated Insulin Secretion and Impaired

Ability to Maintain Glucose Homeostasis

after Transplantation into Streptozotocin-

Treated Immuno-deficient Mice

(A) Human insulin GSIS at 2 weeks after trans-

plantation of the mutant cells compared to wt cells.

(B) GSIS secretion of SCID-beige mice carrying

human cells at 6 weeks after transplantation.

p values calculated by one-way repeated-measures

ANOVA.

(C and D) Intraperitoneal glucose tolerance test

(IPGTT) (C) and area under the curve (AUC) (D) of

STZ-treated mice 6 weeks after transplantation.

p values calculated by two-way repeated-measures

ANOVA with a Bonferroni test for multiple compar-

isons between WT and mutant cells. n = 8 mice

for each condition. hESCs were differentiated using

protocol 2. n.s. indicates a non-significant differ-

ence. p values were *p < 0.05, **p < 0.01, ***p <

0.001, and ****p < 0.0001. See also Figure S4.

acute glucose response, an intraperitoneal

glucose tolerance test (IPGTT) with 2 g/kg

glucose was used. In contrast to SCID-

beige mice carrying wild-type cells, those transplanted with

CDKAL1�/�,KCNQ1�/�, orKCNJ11�/� cells show glucose intol-

erance (Figures 4C and S4E). The area under the curve (AUC) for

the glucose tolerance test in SCID-beige mice carrying mutant

cells was significantly higher compared to that of SCID-beige

mice carryingwild-type cells (Figures 4DandS4F). Immunohisto-

chemistry was used to document the persistence of human

beta-like cells in transplanted human grafts. Mature pancreatic

beta cells markers, including PDX1, NKX6.1, NKX2.2, and

insulin, were detected in the grafts regardless of genotype

(Figure S4G). Taken together, beta-like cells derived from

CDKAL1�/�, KCNQ1�/�, or KCNJ11�/� hESCs present with

impaired glucose-induced insulin secretion as well as glucose

tolerance in SCID-beigemice carrying glucose-responding cells.

A High-Content Chemical Screen Identifies a Candidate
Drug that RescuesCDKAL1–/–-Specific Glucolipotoxicity
and Impaired GSIS
A high-content chemical screen was performed to identify drug

candidates capable of rescuing CDKAL1�/�-specific glucolipo-

toxicity. D30-differentiated CDKAL1�/� cells were replated in

384-well plates and treated for 48 hr with chemicals from a

collection of US Food and Drug Administration (FDA)-approved

drugs and drug candidates in clinical trials at 10 mM in the pres-

ence of 1 mM palmitate. We screened 2,000 compounds for the

capacity to decrease cell death by at least 80% in CDKAL1�/�-
derived beta-like cells exposed to glucolipotoxicity while also

increasing the number of insulin+ cells at least 2-fold (FigureS5A).

Of six initial lead hits, one compound, T5224 (Figure 5A), was

validated to protect CDKAL1�/� insulin+ cells from glucolipotox-

icity in follow-up experiments. Using the same platform as for

the primary screening (1 mM palmitate), addition of T5224

caused increased numbers of insulin+ cells (Figure 5B) and a

decreased percentage of PI+/INS+ cells in CDKAL1�/� insulin+
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cells (Figures 5C) in a dose-dependent manner with a concentra-

tion for 50% of maximum effect (EC50) of 16.2 mM. In addition,

T5224 rescued the increased cell death rate in CDKAL1�/�

insulin+ cells when cultured with high glucose or high palmitate

(Figures 5D and 5E). As measured using the annexin V assay

for apoptosis, T5224 also rescued the increased apoptotic rate

in CDKAL1�/� insulin+ cells under conditions of high fatty acid

concentration without affecting the rate in wild-type insulin+ cells

(Figures 5F, 5G, and S5B), thus blunting hypersensitivity to

glucolipotoxicity.

The CDKAL1�/� cells were treated with 30 mM T5224 for 48 hr

and examined for impaired response to forskolin or glucose-stim-

ulated insulin secretion (FSIS and GSIS). Remarkably, the mutant

cells treated with T5224 showed increased insulin secretion in

response to forskolin treatment (Figures5HandS5C), significantly

elevated compared to cells treated with DMSO and at a level

of insulin secretion comparable to wild-type cells (Figure 5H).

Similarly, T5224 treatment also rescued the impaired GSIS of

CDKAL1�/� cells (Figures 5I and S5D). Notably, T5224 treatment

did not significantly affect FSIS or GSIS in wild-type cells.

T5224 Rescues CDKAL1–/–-Induced Beta Cell Defects
through Inhibition of the FOS/JUN Pathway
T5224 was reported to be an inhibitor of FOS/JUN activator pro-

tein-1 (AP-1) (Aikawa et al., 2008). To explore this potentialmech-

anism of action, RNA-seq was used to compare the global gene

expression profiles in CDKAL1�/� and wild-type insulin-GFP+

cells. Pathway enrichment analysis highlighted the FOS/JUN

and focal adhesion pathways as highly changed in CDKAL1�/�

insulin-GFP+ cells (Figure 6A). Genes associated with the focal

adhesionGeneOntology (GO) termwere consistently downregu-

lated (Figures 6B and S6A) whereas the FOS/JUN pathway (Fig-

ure 6C)wasconsistently upregulated inCDKAL1�/� insulin-GFP+

cells. Among the top 20 genes showing relatively increased

expression in CDKAL1�/� insulin-GFP+ cells are FOSB (6.3-

fold), FOS (3.5-fold), and JUNB (2.4-fold; Figure 6D), which was

confirmed by qRT-PCR (Figure 6E). Finally, western blotting ex-

periments validated the relatively increased expression of FOS

protein in mutant cells (Figure 6F).

To determine whether the mutation of CDKAL1 induces

pancreatic beta cell defects through activation of the FOS/JUN

pathway, two sgRNAs and two scrambled sgRNAs were de-

signed to knock out human FOS (Table S6). Wild-type and

CDKAL1�/� hESC-derived day 10 PPs were infected with lenti-

virus expressing either sgFOS or a scrambled sgRNA, and

following 4–6 days selection with puromycin, the cells were

differentiated to beta-like cells for an additional 16–20 days. In

cells expressing sgFOS, the expression of FOS was decreased

by more than 99% based on western blotting experiments, vali-

dating the targeting efficiency (Figure S6B). The cells were

cultured in the absence or presence of 35 mM D-glucose or

1 mM palmitate and analyzed with respect to the rates of cell

death and apoptosis by PI staining and annexin V, respectively.

Mutation of FOS using sgRNA rescues the increased cell death

rate of CDKAL1�/� insulin-GFP+ cells (Figure 6G) and cell

apoptotic rate of CDKAL1�/� insulin-GFP+ cells (Figures 6H, 6I,

and S6C). In contrast, mutation of FOS does not affect cell death

(Figure 6G) or apoptosis in wild-type insulin-GFP+ cells (Figures

6H and 6I). In addition to sgRNA, two short hairpin RNAs

(shRNAs) against FOS were cloned into a lentiviral vector and

used to knock down FOS. The knockdown efficiency in day 10

PPs is more than 50% based on western blotting experiments

(Figure S6D). Consistent with the KO using sgFOS, knockdown

of FOS using shRNAs rescued the increased cell apoptotic

rate of CDKAL1�/� insulin-GFP+ cells when cultured in high

fatty acid condition (Figures S6E and S6F).

Likewise, wild-type and CDKAL1�/� hESC-derived PPs in-

fected with lentivirus expressing sgFOS or a scrambled sgRNA

were differentiated for 20 days and measured for FSIS

and GSIS. CDKAL1�/� cells infected with lentivirus containing

scrambled sgRNA showed impaired FSIS and GSIS compared

to wild-type cells. Transfection with lentivirus expressing sgFOS

rescued those phenotypes (Figures 6J, 6K, S6G, and S6H). How-

ever, KO of FOS did not affect FSIS (Figure 6J) or GSIS (Fig-

ure 6K) in wild-type cells. Consistently, knockdown of FOS using

shRNAs rescued the impaired FSIS (Figures S6I and S6K) and

GSIS (Figures S6J and S6L) inCDKAL1�/� cells without affecting

wild-type cells. Together, this suggests that loss of CDKAL1

causes hypersensitivity to glucolipotoxicity and impairs FSIS

and GSIS through the FOS/JUN pathway.

T5224 and Loss of FOS Rescues the Function of
CDKAL1–/– Cells In Vivo
To examine the effect of T5224 onCDKAL1�/� cells in vivo, mice

transplanted with wild-type and CDKAL1�/� cells were exam-

ined for GSIS at 10 weeks after transplantation. Consistent

with the 6-week results reported above, mice transplanted with

wild-type cells respond well to glucose stimulation. In contrast,

mice transplanted with CDKAL1�/� cells showed impaired

GSIS (Figures 7A and S7A). After glucose stimulation, the insulin

level of mice transplanted with CDKAL1�/� cells was signifi-

cantly lower than for mice transplanted with wild-type cells.

Subsequently, mice were treated with 300 mg/kg T5224 orally

and measured for GSIS 48 hr after treatment. Mice treated with

Figure 5. A High-Content Chemical Screen Identifies a Drug Candidate that Rescues Glucolipotoxicity Caused Specifically by Mutations in

CDKAL1

(A) Chemical structure of T5224.

(B and C) Efficacy curve of T5224 on the number of insulin+ cells (B) and the percentage of PI+INS+ cells (C).

(D and E) Immunocytochemistry analysis (D) and quantification of the percentage (E) of PI+/insulin+ cells in wt and CDKAL1�/�, insulin+ cells treated with 30 mM

T5224 when cultured in the presence of 2 mM D-glucose (ctrl-g), 35 mM D-glucose (glu), no palmitate (ctrl-p), or 1 mM palmitate (palm). PI+/insulin+ cells are

highlighted by arrows.

(F and G) Flow cytometry analysis (F) and quantification (G) of apoptotic rate for WT or CDKAL1�/� insulin-GFP+ cells treated with DMSO or T5224.

(H and I) T5224 also rescues the impaired forskolin-induced (H) and glucose-induced insulin secretion (I).

Experiments in (A)–(C) were performed using cells derived from protocol 1. Experiments in (D)–(I) were performed using cells derived from protocol 2. n = 3

independent biological replicates for each condition. n.s. indicates a non-significant difference. p values calculated by unpaired two-tailed Student’s t test were

*p < 0.05, **p < 0.01, ***p < 0.001, and ****p < 0.0001. The scale bar represents 50 mm. See also Figure S5.
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T5224 restored the capacity to respond to glucose stimulation

(Figures 7B and S7B). T5224 treatment significantly increased

the level of insulin secretion after glucose stimulation. In addition,

the mice carrying CDKAL1�/� cells showed glucose intolerance.

T5224 treatment restored the capacity of the SCID-beige

mice carrying human cells to maintain glucose homeostasis (Fig-

ures 7C and S7C). The AUC for mice after T5224 treatment was

significantly lower than for mice treated with control vehicle (Fig-

ures 7D and S7D). T5224 treatment was also examined using

mice carrying wild-type cells. Consistent with the in vitro results

(Figure 5), T5224 treatment affects neither GSIS (Figures S7E

and S7F) nor glucose tolerance of mice carrying wild-type

cells (Figures S7G–S7J). To determine the long-term effect

of T5224, mice carrying CDKAL1�/� cells were treated with

300 mg/kg T5224 orally twice a week and measured for GSIS

and glucose tolerance 4 weeks after treatment. The long-term

treatment of T5224 restored both GSIS (Figures 7E and S7K)

and glucose tolerance (Figures 7F, 7G, S7L, and S7M) for mice

carryingCDKAL1�/� cells. Finally, D30CDKAL1�/� cells carrying

scrambled sgRNA and D30 CDKAL1�/� cells carrying sgFOS

were transplanted into mice that were than measured for func-

tion in vivo 6 weeks after transplantation. Consistent with

in vitro results (Figure 6), mice with CDKAL1�/� cells carrying

sgFOS showed improved GSIS (Figures 7H and S7N) and a

stronger ability to maintain glucose homeostasis (Figures 7I,

7J, S7O, and S7P) than mice transplanted with CDKAL1�/� cells

carrying scrambled sgRNA. Together, these data suggest that

T5224 or loss of FOS rescues the function of CDKAL1�/� cells

in vivo.

DISCUSSION

With more than 80 loci associated with T2DM identified by

GWASs, a robust platform to evaluate the role of these loci using

disease-relevant cells is urgently needed. Here, we report proof

of principle for using isogenic hESC-derived glucose-responding

cells to evaluate the role of these loci in the function and survival

of human pancreatic beta cells under conditions mimicking both

health and disease. The derived glucose-responding cells share

the same genetic background, providing a unique resource to

determine the precise role of genes or loci in human pancreatic

beta cells independent of complications from genetic heteroge-

neity implied by other approaches, such as patient-derived

iPSCs.

We found that mutation of KCNJ11 resulted in impaired insulin

secretion upon KCl, arginine, forskolin, IBMX, and glucose

stimulation, suggesting that KCNJ11 plays an essential role in

insulin secretion, which is consistent with results in homozygous

Kcnj11�/� KO mice, as well as in homozygous Kcnj11�/�-null
mice (Remedi et al., 2006; Boini et al., 2009). In the context of

reports that forced expression of KCNQ1 in a mouse beta cell

line results in impairment of insulin secretion (Yamagata et al.,

2011) and islets isolated from Kcnq1�/� mice reveal no differ-

ence in the extent of basal or stimulated insulin secretion

compared to islet from wild-type mice (Asahara et al., 2015),

we were surprised to find impaired insulin secretion in

KCNQ1�/� insulin-secreting cells. This apparent discrepancy

may suggest dose- and/or species-specific roles in pancreatic

beta cell function, highlighting the importance of using human-

relevant cell types.

An ultimate goal of exploring loci or genetic variants associ-

ated with disease through GWASs is to identify locus-/variant-

specific treatments. Risk alleles of SNPs at the CDKAL1 locus

associated with diabetes are thought to be loss-of-function

alleles, which we modeled, generating null mutations. We found

that CDKAL1�/� insulin+ cells showed impaired FSIS and GSIS,

which is consistent with Cdkal1�/� mice showing reduced

first-phase insulin exocytosis (Ohara-Imaizumi et al., 2010).

CDKAL1�/� insulin+ cells also show increased ER stress, cell

apoptosis, and death when cultured in high-glucose and high-

fatty-acid conditions. Although there are papers describing the

potential contribution of lipotoxicity in T2DM, direct evidence

that lipotoxicity affects pancreatic beta cell death in vivo under

normal physiological and pathological conditions needs to be

further explored. Here, we found that CDKAL1�/� insulin+ cells

are hypersensitive to both high-glucose- and high-fatty-acid-

induced pancreatic beta-like cell death. Moreover, CDKAL1�/�

insulin+ cells display defective GSIS and impaired ability to

maintain glucose homeostasis following transplantation into

STZ-treated mice. This is consistent with the in vitro functional

defects of CDKAL1�/� insulin+ cells. Because the mice are hy-

perglycemic after STZ treatment, the observed glucotoxicity

may further worsen the defects of CDKAL1�/� insulin+ cells.

From a high-content chemical screen, T5224 was found to

rescue the CDKAL1mutation-mediated pancreatic beta cell de-

fects. T5224 has been investigated in clinical trials for patients

with rheumatoid arthritis (Pharmaceutical Medicine, 2014) and

may have the potential to be repurposed for CDKAL1-specific

Figure 6. T5224 Rescues Beta Cell Defects Caused by CDKAL1 Mutation through Inhibiting the FOS/JUN Pathway

(A) Pathway enrichment analysis on up/downregulated genes in CDKAL1�/� insulin-GFP+ cells using the DAVID function annotation tool.

(B) Heatmap of focal-adhesion-pathway-associated genes comparing wt and CDKAL1�/� insulin-GFP+ cells.

(C) Heatmap of FOS/JUN-pathway-associated genes comparing WT and CDKAL1�/� insulin-GFP+ cells.

(D) Top 20 upregulated genes in CDKAL1�/� insulin-GFP+ cells as compared to wild-type cells.

(E) qRT-PCR analysis of JUNB, FOS, and FOSB expression in wt and CDKAL1�/� insulin-GFP+ cells.

(F) Western blotting analysis of FOS protein in wt and CDKAL1�/� cells at D30 of differentiation.

(G) Targeted mutation of FOS rescues the high death rate in CDKAL1�/� insulin-GFP+ cells in the presence of 35 mM D-glucose or 1 mM palmitate.

(H and I) Flow cytometry analysis (H) and quantification of apoptotic rate (I) of CDKAL1�/� insulin-GFP+ cells expressing Cas9 and either scrambled sgRNA or

sgFOS.

(J and K) Mutation of FOS rescues the impaired forskolin-induced (J) and glucose-induced (K) insulin secretion that is caused by mutation of CDKAL1.

sgFOS no. 1 and no. 2 represent two independent sgRNAs targeting different locations of exon1 of c-FOS. Scramble sgRNA no. 1 and scramble no. 2 ‘‘target’’

controls were designed to have low homology to the human genome and are used as non-targeting controls. hESCswere differentiated using protocol 2. The data

are presented asmean ± SD. n.s. indicates a non-significant difference. p values calculated by unpaired two-tailed Student’s t test were *p < 0.05, **p < 0.01, and

***p < 0.001. See also Figure S6.
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Figure 7. T5224 or Loss of FOS Rescues the Function of CDKAL1–/– Cells in SCID-Beige Mice Carrying Human Cells

(A) Human insulin GSIS at 10 weeks after transplantation of mutant cells compared to wt cells.

(B) GSIS secretion of SCID-beige mice carrying human cells after glucose stimulation 48 hr after treatment with 300 mg/kg T5224 or vehicle.

(C and D) IPGTT (C) and AUC (D) of mice transplanted with CDKAL1�/� cells treated with 300 mg/kg T5224 or vehicle.

(E) GSIS secretion of SCID-beige mice carrying human cells after glucose stimulation after treatment with T5224 or vehicle twice a week for 4 weeks.

(F and G) IPGTT (F) and AUC (G) of mice transplanted with CDKAL1�/� cells treated with 300 mg/kg T5224 or vehicle twice a week for 4 weeks.

(H) GSIS secretion of SCID-beige mice transplanted with CDKAL1�/� cells carrying scramble sgRNA or CDKAL1�/� cells carrying sgFOS.

(I and J) IPGTT (I) and AUC (J) of mice transplanted with CDKAL1�/� cells carrying scramble sgRNA or CDKAL1�/� cells carrying sgFOS at 6 weeks after

transplantation.

n = 8 mice for each condition. hESCs were differentiated using protocol 2. In GSIS assay, p values were calculated by one-way repeated-measures ANOVA. In

IPGTT assay, p values were calculated by two-way repeated-measures ANOVA with a Bonferroni test for multiple comparisons between DMSO and T5224

treated conditions. p values were *p < 0.05, **p < 0.01, and ***p < 0.001. See also Figure S7.
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treatment of T2DM. T5224 is able to strikingly rescue CDKAL1-

mutation-mediated pancreatic beta cell dysfunction in vivo,

which is a proof of concept for a T2DM drug candidate rescuing

a gene-specific defect in vivo.

By combining high-content chemical screening and RNA-seq,

we found the FOS/JUN pathway to be significantly upregulated

inCDKAL1�/� insulin+ cells and that reducing FOS/JUN pathway

activity either chemically or genetically rescued CDKAL1 muta-

tion-induced defects. Previous studies have shown that FOS/

JUN activation is involved in cytokine and mechanical-stress-

induced beta cell death (Abdelli et al., 2007; Hughes et al.,

1990) and amylin-induced apoptosis (Zhang et al., 2002). Here,

we found that CDKAL1�/�-mediated activation of the FOS/

JUN pathway through fatty acids may be a further effector of

FOS/JUN-regulated beta cell survival, providing mechanistic

insight into how CDKAL1 locus may contribute to diabetes

progression.

In summary, we established an isogenic hESC platform to

systematically evaluate the role of disease-associated loci in

the survival and function of human pancreatic beta-like cells

in vitro and in vivo. The platform can be used to study other dis-

ease-associated loci/variants with respect to beta-like cell func-

tion. It is worth noting that the glucose-responding cells derived

using the current reported protocols are not equivalent to pri-

mary human beta cells. Ca2+ flux assays suggested that approx-

imately 30%–40% of the insulin-GFP+ cells show increased

cytosolic Ca2+ concentrations in response to glucose stimulation

(Figure S7Q), whereas robust glucose-induced signaling was

observed in more than 70% of human beta cells based on the

previous report (Rezania et al., 2014). The restricted functionality

of pancreatic beta-like cells derived using current protocols

might limit their application for evaluating subtle contributions

of genes to glucose metabolism and Ca2+ signaling. Thus, addi-

tional work is needed to further improve the protocol to derive

mature pancreatic beta-like cells. In addition, the platform estab-

lished here can also be applied to study the role of disease-asso-

ciated loci/variants in other diabetes-related cell types, such

as hepatocytes, adipocytes, muscles, and/or intestinal neuroen-

docrine cells. Finally, the system may be used as a high-

throughput/content chemical screening platform to identify

candidate drugs correcting allele-specific defects for precision

therapy of metabolic diseases.

EXPERIMENTAL PROCEDURES

Cell Culture and Chemicals

All experiments were performed using INSGFP/W HES3 cells. hESCs were

grown on Matrigel-coated 6-well plates in mTeSR1 medium (STEMCELL

Technologies). Cells were maintained at 37�C with 5% CO2. T5224 was pur-

chased from MedChem Express (HY-12270). Human islets were provided by

IIDP (Integrated Islet Distribution Program).

Creation of Isogenic Mutant hESC Lines

To mutate the target genes, two sgRNAs targeting the first two exons of the

target gene were designed, cloned into a vector carrying a CRISPR-Cas9

gene, and validated using the surveyor assay in 293T cells. After validation,

INSGFP/W HES3 cells were dissociated using Accutase (STEMCELL Technolo-

gies) and transfected (8 3 105 cells per sample) in suspension using Human

Stem Cell Nucleofector solution (Lonza) using electroporation and following

the manufacturer’s instructions. Cells were co-transfected with the vector ex-

pressing Cas9/sgRNA at 10 nM final concentration and a vector expressing

puromycin. After replating, the transfected cells were treated with 500 ng/ml

puromycin. After 2 days of puromycin selection, hESCs were dissociated

into single cells by Accutase and replated at low density. Ten micromolar

Y-27632 was added. After approximately 10 days, individual colonies were

picked, mechanically disaggregated, and replated into two individual wells

of 96-well plates. A portion of the cells was analyzed by genomic DNA

sequencing. For biallelic frameshift mutants, we chose both homozygous mu-

tants and compound heterozygous mutants. Wild-type clonal lines from the

corresponding targeting experiments were included as wild-type controls to

account for potential nonspecific effects associated with the gene-targeting

process.

Stepwise Differentiation

Wild-type and isogenic mutant hESCs were differentiated using either of

two slightly modified protocols from what was previously reported (Rezania

et al., 2014). The details of protocol 1 and 2 are listed as Figure S1C and

described in detail in the Supplemental Experimental Procedures.

In Vivo Transplantation, GSIS, and IPGTT

Wild-type and isogenic mutant hESCs at day 30 of differentiation were resus-

pended in 40 ml DMEM+B27 and transplanted under the kidney capsule of 6-

to 8-week-old male SCID-beige mice. Two days after transplantation, themice

were treated with 200 mg/kg STZ. To perform GSIS, mice were starved for

about 20 hr. Mouse blood was collected under fasting conditions and at

15 min after intraperitoneal injection with 3 g/kg glucose solution. The mouse

sera were analyzed using the ultrasensitive human insulin ELISA kit (ALPCO;

80-INSHUU-E01.1). To perform IPGTT analysis, the mice were fasted over-

night and treated with 2 g/kg glucose. Blood glucose level (mg/dl) in each an-

imal wasmeasured before and every 15min in the first hour and every 30min in

the second hour after glucose injection. The mice transplanted with wild-type

orCDKAL1�/� cells were orally treated with 300mg/kg T5224 dissolved in pol-

yvinylpyrrolidone K 60 solution (Sigma). After 48 hr treatment, the mice were

examined for GSIS and IPGTT. The mice treated with polyvinylpyrrolidone K

60 solution (vehicle) were used as the controls. For long-term treatment, the

mice were orally treated with 300 mg/kg T5224 twice a week for 4 weeks.

GSIS and IPGTT were measured 48 hr after the last treatment.

High-Content Chemical Screening

To perform the high-content chemical screening, CDKAL1�/� D30 cells were

plated on 804G-coated 384-well plates at 5,000 cells/40 ml medium/well. After

overnight incubation, cellswere treated at 10mMwith compounds froma chem-

ical collection containing the Prestwick FDA-approved drug library and drugs in

clinical trials. DMSO treatment was used as a negative control. After 48 hr incu-

bation, cellswere first stainedwith100mg/ml PI and thenfixed andstained using

an insulin antibody (Dako). Plates were analyzed using a Molecular Devices

ImageXpress High-Content Analysis System. Two-dimensional analysis was

used. Compounds decreasing the cell death rate in excess of 80% and

increasing the number of insulin+ cells by 2-fold were picked as primary hits.

Statistical Analysis

n = 3 independent biological replicates if not otherwise specifically indicated.

n.s. indicates non-significant difference. p values were calculated by unpaired

two-tailed Student’s t test if not otherwise specifically indicated. n = 8 mice for

in vivo experiments if not otherwise specifically indicated. p values were calcu-

lated by one-way repeated-measures ANOVA or two-way repeated-measures

ANOVAwith a Bonferroni test for multiple comparisons between wild-type and

KO cells. *p < 0.05, **p < 0.01, ***p < 0.001, and ****p < 0.0001.
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SUMMARY

Myeloid malignancy is increasingly viewed as a dis-
ease spectrum, comprising hematopoietic disor-
ders that extend across a phenotypic continuum
ranging from clonal hematopoiesis to myelodys-
plastic syndrome (MDS) and acute myeloid leuke-
mia (AML). In this study, we derived a collection
of induced pluripotent stem cell (iPSC) lines
capturing a range of disease stages encompass-
ing preleukemia, low-risk MDS, high-risk MDS,
and secondary AML. Upon their differentiation,
we found hematopoietic phenotypes of graded
severity and/or stage specificity that together
delineate a phenotypic roadmap of disease pro-
gression culminating in serially transplantable
leukemia. We also show that disease stage transi-
tions, both reversal and progression, can be
modeled in this system using genetic correction
or introduction of mutations via CRISPR/Cas9 and
that this iPSC-based approach can be used to un-
cover disease-stage-specific responses to drugs.
Our study therefore provides insight into the
cellular events demarcating the initiation and pro-
gression of myeloid transformation and a new
platform for testing genetic and pharmacological
interventions.

INTRODUCTION

Human hematopoiesis is sustained by hematopoietic stem and

progenitorcells (HSPCs) residing in thebonemarrow (BM) through

processes involving self-renewal, proliferation, and differentiation

to distinct cell lineages ultimately giving rise to mature functional

hematopoietic cells. Deregulation of these processes is believed

to be central to the pathogenesis of hematopoietic disorders,

which are typically grouped according to the two main blood

lineages into myeloid and lymphoid, with the former generally

classified as myeloproliferative disorders (MPDs), myelodysplas-

tic syndromes (MDSs), syndromes with overlap of the two former

categories (MDSs/MPDs), and the most dramatic, acute myeloid

leukemia (AML). AML can develop de novo or from preexisting

MPDorMDS.While thedevelopmentofdenovoAML frompreleu-

kemic hematopoietic stem cells (HSCs) and its progression from

MPDs (mainly chronicmyeloid leukemia [CML]) arebetter studied,

thedevelopmentofAML fromMDShasnotbeenwellmappeddue

to themore limited biological models ofMDS and the scarcity and

poor growth of primary MDS cells, as opposed to cells fromMPD

and AML patients (Sperling et al., 2017).

Leukemogenesis has long been conceptualized as a multistep

process. All current evidence points to a model whereby MDS

and AML arise from HSPCs through the accumulation of multiple

genetic (and potentially also epigenetic) changes (Elias et al.,

2014). In recent years, deep characterization of the mutational

landscape of myeloid disorders through large-scale DNA

sequencingsolidifiedamodel of clonal evolution through thestep-

wise accumulation ofmutations. Clonal tracking at high resolution
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enabledby the identification of tens of recurrent genemutations in

MDSandAMLhasprovided important insights into the nature and

clonality status of myeloid disorders. First, it is now clear that

clonal hematopoiesis is invariably established at the outset of

MDS, and thusMDS is a preleukemic condition not fundamentally

very different from AML (Papaemmanuil et al., 2013; Walter et al.,

2012, 2013). Second, clonal hematopoiesis (termed clonal hema-

topoiesis of indeterminate potential [CHIP]) is found in healthy

individuals with an age-dependent frequency and is associated

with an increased risk of developing MDS, MPD, or AML (Geno-

vese et al., 2014; Jaiswal et al., 2014; Steensma et al., 2015; Xie

et al., 2014). This finding, in parallel with recent functional in vitro

and in vivo studies, lends support to the existence of preleukemic

HSCs that are functionally normal and havemultilineage potential

but harborMDS-andAML-relatedmutations thatmaygive thema

clonal advantage (Jan et al., 2012; Shlush et al., 2014). These

recent findings invite revisiting the boundaries among normal,

premalignant, and malignant hematopoiesis and support an

emerging view of myeloid malignancy as a disease spectrum

comprising hematopoietic disorders that extend across a pheno-

typic continuum, ranging from normal hematopoiesis to clonal

hematopoiesis or preleukemia to MDS and MDS/AML (Pandolfi

et al., 2013; Steensma et al., 2015). However, the cellular events

demarcating progression to overt leukemia through a premalig-

nant myelodysplastic phase are not well defined.

Here, we generated patient-derived induced pluripotent stem

cells (iPSCs) representative of a range of disease stages across

the spectrum of myeloid malignancy, including familial predispo-

sition, low-risk MDS, high-risk MDS, and MDS/AML. We charac-

terized the hematopoiesis derived from this panel of iPSC lines

and identified phenotypes of graded severity and/or stage speci-

ficity, which together delineate a phenotypic roadmap of disease

progression, leading to the most dramatic phenotype of a serially

transplantable leukemia. As proof of principle that transitions be-

tween stages (progression or reversal) can bemodeled in our sys-

tem, we show that a high-risk MDS-iPSC line can be phenotypi-

cally reverted to a premalignant state by correction of a chr7q

deletion, whereas a preleukemic iPSC line can progress to either

low-riskor high-riskMDS followingCRISPR/Cas9-mediated inac-

tivation of the second GATA2 allele or deletion of chr7q, respec-

tively. We also model the stepwise progression of normal cells

topreleukemiaandsubsequentMDS through the sequential intro-

duction of genetic lesions associated with earlier (ASXL1 trunca-

tion) and later (chr7q deletion) disease stages. We then use this

model to uncover disease-stage-specific therapeutic effects of

5-AzaC, adrugusedasfirst-line therapy inMDSandwhosemech-

anism of action remains elusive, and rigosertib, a small-molecule

inhibitor of RAS signaling. Our study provides insights into the

pathophysiologic changes underlying the initiation and progres-

sion of myeloid transformation and a new platform to test genetic

and pharmacologic interventions to reverse this process.

RESULTS

Integrating Cell Reprogramming with Mutational
Analyses Enables the Generation of Disease-Stage-
Specific iPSCs
We derived iPSC lines from four patients (patients 1–4) with low-

risk MDS (refractory anemia [RA] by French-American-British

classification [FAB]), high-risk MDS (refractory anemia with

excess blasts [RAEB] by FAB) and secondary AML (sAML or

MDS/AML, i.e., AML from preexisting MDS) (Figure 1; Table

S1). For reprogramming, we used BM or peripheral blood (PB)

mononuclear cells (BMMCs or PBMCs) (Table S1) and reasoned

that it might be possible, taking advantage of the genetic and

clonal heterogeneity of these cell populations, to derive iPSC

lines from normal cells, cells of the major clone, as well as cells

from minor subclones. We therefore performed a thorough ge-

netic characterization (karyotype, fluorescence in situ hybridiza-

tion [FISH], array comparative genomic hybridization [aCGH],

and gene mutation analysis) to identify all known recurrent

gene mutations and chromosomal abnormalities associated

with myeloid neoplasms in the starting cells and the derivative

iPSCs and used it to determine the provenance of each iPSC

line (Figure 1). Thus, we were able to establish a variety of

iPSC lines, which included: (1) iPSC lines derived from the domi-

nant clone (i.e., harboring only genetic lesions present in the ma-

jority of the starting cells); (2) iPSC lines derived from sub-clones

(i.e., harboring at least one genetic lesion present in a subset of

the starting cells): AML-4.10, harboring a sub-clonalKRASG12D

mutation, and a second line harboring a sub-clonal NRAS Q61R

mutation that could only be partially reprogrammed (Table S1);

(3) iPSC lines derived from normal hematopoietic cells (i.e.,

harboring none of the somatic genetic lesions found in the start-

ing cells); and (4) one iPSC line, N-3.10, derived from patient 3,

harboring a germline GATA2 T357N mutation predisposing to

MDS/AML (Collin et al., 2015; Hahn et al., 2011) (Table S1).

TheMDS clone in this patient had acquired an additional somatic

mutation in the otherGATA2 allele (GATA2390delK) (FigureS1A),

together with additional mutations and a t(1;7)(q10;p10) translo-

cation, resulting in del(7q), a deletion commonly associated with

germline GATA2mutations (Figure 1) (Wlodarski et al., 2016). All

iPSC lines met all criteria of pluripotency for human cells (Fig-

ure S2). Reprogramming MDS and AML hematopoietic cells

from BM or PB thus allows the derivation of iPSC lines capturing

different disease stages, residual normal cells, and cells with

predisposing mutations.

These reprogramming experiments, together with the genetic

characterization of the original cells and derivative iPSCs, al-

lowed us to make several additional observations.

First, detailed genetic analysis can pinpoint iPSC lines that

originate from the same starting cell and are thus not truly

different lines. iPSC lines MDS-3.4 and MDS-3.5 were found

to both harbor the same MYB L51fs mutation, which was not

detectable in the starting population, in addition to the somatic

genetic lesions found in the starting MDS cells (t(1;7)(q10;p10),

GATA2 T357N, GATA2 390delK, U2AF1 Q157R, ETV6 S321fs)

(Figure 1). This strongly suggested that these lines originated

from the same cell, which we confirmed by integration site anal-

ysis of the lentiviral vector used for reprogramming (Kotini et al.,

2015). Second, since our experiments entailed the parallel re-

programming of a mixed population of cells together with the

ability to exclude lines that were not clonally independent (Fig-

ure S2D), we had a unique opportunity to directly compare

the reprogramming efficiency of cells harboring malignancy-

associated genetic lesions to that of normal cells of the same

genetic background and determine how specific genetic lesions

associated with myeloid malignancy may affect reprogramming
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efficiency. While we were able to readily reprogram del(7q)-

MDS cells, as we have previously reported (Kotini et al.,

2015), we were not able to reprogram cells from patients with

del(5q)-MDS or monosomy 7 (patients 5–8; Table S1). After at

least two attempts for each patient and using different aliquots

of starting cells, we were only able to derive either no iPSC lines

(patient 5) or only normal iPSC lines, even though normal cells

comprised only a minority of the starting population. Since in

other reprogramming experiments MDS or AML cells did not

have a general reprogramming disadvantage over normal cells

(patients 1, 3, and 4; Table S1), this bias is most likely deter-

mined by the specific genetic composition of the malignant

clone in each patient. In agreement with this, reprogramming

of patient 2 cells, in more than one independent reprogramming

experiment, gave consistently more normal than MDS iPSCs

(only 2 out of 17 iPSC lines were derived from the MDS cells,

Figure 1. Generation of a Panel of Disease-Stage-Specific iPSCs

(A) iPSCs derived from four patients: one with low-risk MDS, two with high-risk MDS, and one with MDS/AML. The top panels show all recurrent gene mutations

and chromosomal abnormalities detected in the starting cells used for reprogramming and their frequency. The bottom panels show the individual iPSC lines that

were derived and their corresponding genetic profile. Blue font indicates genemutations of uncertain significance. Brown font indicatesmutations detected in the

derivative iPSCs, but not in the starting cells. Patient 4 cells and the derivative iPSCs harbor a complex translocation among chromosomes 1, 7, and 14, resulting

in a deletion of 7q (confirmed by aCGH; Figure S2B) and additional material of unknown origin on chromosome 15 (46,XX,der(1)t(1;7;14)(q32;p11p22;p11.1),

der(7)del(7)(p11p22)inv(7)(p11q31),der(14)t(1;14)(q32;p11.1),add(15)(p11.1)). VAF, variant allele frequency.

(B) iPSC lines from (A) (note color code) capture distinct disease stages ranging from normal, preleukemic (i.e., cells with predisposing mutations), low-risk MDS,

high-risk MDS, and MDS/AML.

See also Figures S1 and S2 and Tables S1 and S2.
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with the remaining 15 derived from normal cells), whereas the

del(7q) was present in over 70% of the starting cells (Table

S1). To further investigate this and to determine whether the

in vitro culture that is necessary to initiate reprogramming or

the reprogramming process per se accounts for this skewing,

we compared the clonal composition of cells from patient 2

before (day 0) and after in vitro culture (day 3) (Figures S1B

and S1C). This showed that in vitro culture did not select for

normal cells but rather resulted in preferential growth of the

MDS clone over the normal cells, since the variant allele fre-

quency (VAF) of both SRSF2 P95L and PHF6 C280Y clonal so-

matic mutations increased over time in culture. Similarly, cells

from patients 7 and 8 analyzed for the del(5q) abnormality after

culture and immediately before the initiation of reprogramming

were found to consist mostly of clonal MDS cells, as the copy

number of chr5q was almost 1 in both samples and 8 out

of 10 metaphases of patient 7 cells harbored the del5q by

karyotyping (Figures S1D and S1E). Finally, we compared

the outcome of two different reprogramming protocols using

in vitro expansion and reprogramming of either hematopoietic

progenitors or erythroblasts, performed in parallel with the

same aliquot of starting cells divided in two (Table S2). Eryth-

roblast reprogramming, similarly to hematopoietic progenitor

reprogramming, preferentially gave rise to normal iPSCs. These

results show that the relative reprogramming disadvantage of

Figure 2. Disease-Stage-Specific iPSCs Capture

Phenotypes of Graded Severity

(A) Scheme of hematopoietic differentiation protocol.

(B) Fraction of CD34+ cells generated by all the different

lines tested on day 8 of differentiation (extended data

are shown in Figure S3C). Note color coding (key is

shown in the top right panel of this figure). Mean and

SEM of different lines are shown. For lines differentiated

more than once (Figure S3C), the average value is

shown.

(C) Fraction of more mature CD45+ cells that have lost

CD34 expression by day 14 of differentiation generated

by the different iPSC lines (extended data are shown in

Figure S3F). Mean and SEM of different lines are shown.

For lines differentiated more than once, and the average

value is shown.

(D) Fraction of CD34+ cellsmaintaining CD90 expression

at the indicated days of differentiation (extended data

are shown in Figure S4B, top). For lines differentiated

more than once, the average value is shown.

(E) Fraction of CD41a+/CD45� cells, corresponding to

megakaryocyte progenitors, at the indicated days of

differentiation (extended data are shown in Figure S4B,

bottom). For lines differentiated more than once, the

average value is shown.

(F) Colony assays for megakaryocyte progenitors (CFU-

Mk) in unsorted, CD41a+, and CD41a� sorted cells from

N-2.12 iPSCs at day 8 of differentiation. The average of

two independent experiments is shown.

(G) Representative images of a medium (top) and large

(bottom) CFU-Mk colony. Scale bars, 50 mm.

See also Figures S3 and S4 and Table S3.

MDS cells from some patients is not due to

in vitro culture and suggest that some MDS-

associated genetic lesions, but not others,

exert a negative effect on or even completely abolish reprog-

ramming potential.

Disease-Stage-Specific iPSCs Capture Cellular
Phenotypes of Graded Severity or Disease Specificity
We selected a panel of iPSC lines representative of the different

disease stages for phenotypic characterization following he-

matopoietic differentiation using a protocol that enables the

derivation and study of hematopoiesis with definitive features

(Figures 2A, S3A, and S3B). All lines gave rise to comparable per-

centages of CD34+ cells early in differentiation (day 8), providing

evidence against early developmental defects in mesoderm for-

mation or hematopoietic lineage specification that could com-

pound the identification of disease-relevant phenotypes (Figures

2B and S3C). In contrast, striking differences were observed in

the timing and emergence of CD45+ hematopoietic progenitor

cells (HPCs) starting at the low-risk MDS stage (Figures 2C

and S3D–S3F). Preleukemic cells, like normal cells, generated

CD45+ HPCs that comprised �90% of the cells by day 14 of dif-

ferentiation, with approximately half having lost CD34 expres-

sion, as a sign of further maturation beyond the progenitor stage

(Figures 2C, S3E, and S3F). Low-risk MDS CD45+ HPCs ap-

peared later and matured later than normal HPCs, as evidenced

by loss of CD34 (Figures 2C, S3E, and S3F). High-risk MDS

iPSCs produced CD45+ HPCs with a delay, as well as markedly
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reduced overall efficiency (in contrast to low-risk MDS) (Figures

2C and S3D–S3F). On the other hand, MDS/AML-iPSCs gave

rise to CD45+ HPCs with efficiencies comparable to those of

normal cells but failed to differentiate further and retained

CD34 expression until day 18 and beyond (Figures 2C and

S3D–S3F). Reciprocally, CD90 expression, normally lost by

day 10–12 of differentiation, was retained by low-risk MDS,

high-risk MDS, and MDS/AML cells in a stage-specific manner

(Figures 2D, S3G, S4A, and S4B).

We found that megakaryocyte progenitors with the CD41a+/

CD45� surface phenotype that give rise to CFU-Mk colonies

emerge in these cultures on or before day 8 in normal cells (Fig-

ures 2E–2G, S4B, and S4C). Strikingly, this population was

severely decreased already in preleukemic cells and effectively

abolished in MDS (Figures 2E, S4B, and S4C). While normal

iPSCs gave rise to all types of hematopoietic colonies in methyl-

cellulose cultures (Figures S5A and S5B), iPSCs from all disease

stages exhibited reduced clonogenicity, with erythroid and mul-

tilineage colonies (burst-forming unit-erythrocyte [BFU-E] and

colony-forming unit-granulocyte, erythrocyte, monocyte, mega-

karyocyte [CFU-GEMM]) primarily affected already in preleuke-

mic and, more so, in low-risk MDS cells, while high-risk MDS

generated very few or no colonies (Figures 3A and 3B). MDS/

AML cells gave rise exclusively to myeloid colonies composed

mostly of immature cells (Figures 3A and 3B). Morphologic

assessment of HPCs on day 14 of differentiation and of more

mature cells from methylcellulose cultures revealed dysplastic

changes, which were milder and restricted to the erythroid line-

age in preleukemic and low-risk MDS and more widespread and

affecting all lineages in high-riskMDS cells (Figures 3B and S5C).

Finally, we measured the growth rate and viability of HPCs

derived from the different disease stage iPSCs. Low-risk MDS

showed a mild decrease in growth rate and viability, which was

much more pronounced in high-risk MDS, whereas growth and

viability of MDS/AML cells was completely restored to normal

levels (Figures 3C, 3D, and S5D–S5F).

MDS/AML-Derived Hematopoietic Cells Give Rise to
Serially Transplantable Leukemia
To assess in vivo engraftment potential, we then transplanted

day 8–16HPCs derived from iPSCs of the various disease stages

into NOD/SCID/IL-2Rg�/� (NSG) mice (Figure 4A). As expected

from many previous studies, HPCs derived from normal iPSCs

showed no detectable engraftment (Vo andDaley, 2015) (Figures

4B and 4C). Similarly, HPCs from MDS iPSCs (both low-risk

and high-risk) did not exhibit engraftment potential (Figures 4B

and 4C). In contrast, MDS/AML-HPCs showed high levels (up

to 80%) of human engraftment in multiple animals (Figures 4B

and 4C). The transplantable cells showed features of myeloid

leukemia, including a predominantly myeloid immunophenotype

and infiltration of the bone marrow and spleen by immature hu-

man CD45+ cells with blast-like morphology, also found in the

peripheral blood, which could be transplanted into secondary

recipients (Figures 4D–4H). The latter readily succumbed to an

AML-like disease within 3 weeks of transplantation.

In summary, our phenotypic analyses show that iPSCs derived

from distinct disease stages across the myeloid malignancy

spectrum capture hematopoietic phenotypes of graded severity

and/or stage specificity that together delineate a phenotypic

roadmap to myeloid transformation, ultimately leading to a

fulminant serially transplantable myeloid leukemia (Figure 4I;

Table S3).

Transcriptomes of Disease-Stage-Specific iPSC-
Derived HPCs Recapitulate Features of Disease
Progression
Weperformed RNA sequencing (RNA-seq) of sorted CD34+ cells

from three normal lines (two iPSC lines and the H1 hESC line) and

two low-risk MDS, three high-risk MDS, and three MDS/AML

iPSC lines (Figures 5 and S6A). By examining the gene expres-

sion profile among the different disease stages, we found a clear

clustering of samples according to disease status by principal-

component analysis, with the first principal component sepa-

rating normal from MDS and the second separating the AML

from the MDS samples (Figure 5A). Differential expression ana-

lyses identified 472 upregulated and 329 downregulated, 868

upregulated and 284 downregulated, and 760 upregulated

and 439 downregulated genes among AML versus normal,

high-risk MDS versus normal, and low-risk MDS versus normal,

respectively (log2FC > 3 or log2FC < �3 and adjusted P value <

0.05; Figure S6B). Hierarchical clustering of all lines based on

these differentially expressed genes recapitulated progression

from normal to MDS/AML (Figure 5B). Based on analysis of

Gene Ontology (GO) categories, genes involved in positive regu-

lation of apoptosis and negative regulation of cell proliferation

became upregulated at the transition from normal to low-risk

MDS and subsequently downregulated upon transformation

to MDS/AML, in agreement with our phenotypic analyses (Fig-

ure 5C). Similarly, negative regulation of differentiation was a

category upregulated early on. By gene set enrichment analysis

(GSEA), we identified significantly enriched disease-specific and

shared functional pathways in the iPSC-derived HPCs repre-

senting the three different disease stages (Figure S6C; Table

S4). Notably, both the high-risk MDS- and MDS/AML- iPSC-

derived HPCs were significantly enriched for the high-risk MDS

deletion 7q gene set, consistent with both their respective dis-

ease state and their specific genetic makeup (Figure 5D). Addi-

tionally, the MDS/AML-iPSC-HPCs showed specific enrichment

for a gene set found in a subset of humanAMLpatients that had a

worse clinical prognosis and contained chromosome 7 abnor-

malities (Valk et al., 2004) (Figure 5E). Overall, these data suggest

that gene expression programs found in HPCs derived from our

iPSC panel recapitulate disease progression and capture gene

expression signatures derived from primary samples from pa-

tients with myeloid malignancies.

Modeling Disease Stage Transitions
We next asked if this model and the phenotypes characterized

therein could guide modeling transitions between disease

stages, as readouts for disease progression or reversal. We first

analyzed an iPSC line derived from the high-risk MDS line MDS-

2.13 after spontaneous correction of the del(7q) (Kotini et al.,

2015) (Figure 6A). Following correction of the del(7q), this line

only harbors a SRSF2 P95L mutation (and a PHF6 mutation of

uncertain significance). Since the SRSF2 P95L mutation is an

early event in MDS and alone not sufficient for the development

of MDS, the corrected line (MDS-2.A3C) would be predicted to

capture a preleukemic stage (Papaemmanuil et al., 2013).
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Consistent with this, detailed phenotypic characterization,

based on the phenotypic assays defined in the iPSC panel

above, confirmed a phenotype corresponding to a preleukemic

stage: correction of the emergence of CD45+ cells, loss of

CD90 expression, re-emergence of a CD41a+/CD45� megakar-

yocyte progenitor population, partial rescue of clonogenicity,

and restored growth and viability (Figures 6B–6F).

Conversely, to model disease progression, we first started

with the preleukemic N-3.10 line, harboring a germline GATA2

mutation. GATA2 mutations found in patients with familial pre-

disposition syndromes are believed to be loss-of-function muta-

tions (Collin et al., 2015). Since the MDS clone of the same

patient from whom this line was derived (patient 3; Figure 1)

had acquired a second GATA2 mutation in the other allele (Fig-

ure S1A) together with additional recurrent genetic abnormal-

ities, we sought to model the effects of inactivating the other

GATA2 allele in the disease phenotype. We designed two

distinct CRISPR/Cas9-based strategies and isolated two clones

Figure 3. iPSCs from Different Disease Stages Capture Stage-Specific Disease Phenotypes

(A) Methylcellulose assays on day 14 of hematopoietic differentiation. The number of colonies from 5,000 seeded cells is shown. (CFU-GEMM, colony-forming

unit-granulocyte, erythrocyte, monocyte, megakaryocyte; CFU-GM: CFU-granulocyte, monocyte; CFU-G: colony-forming unit-granulocyte; CFU-M: CFU-

monocyte; BFU-E, burst-forming unit-erythrocyte). Average of three to six independent experiments is shown for each line.

(B) Analysis of lineage markers (top) and morphologic assessment of cells generated in methylcellulose cultures. One iPSC line representative of each disease

stage is shown (from left to right: N-2.12, N-3.10, MDS-1.12, AML-4.16). High-risk MDS iPSCs do not give rise to colonies in methylcellulose and are therefore not

represented in this panel. Dysplastic changes are observed in preleukemic (arrows point to nuclear blebbing, whereas arrowheads point to pseudo Pelger-Huet

cells) and low-risk MDS cells (arrows point to hyper-segmented neutrophils, whereas arrowheads point to pseudo Pelger-Huet cells). Atypical monomorphic

myeloid cells (arrows) are the predominant cells observed in methylcellulose cultures from MDS/AML cells. Scale bars, 10 mm.

(C) Growth competition assay. The cells were mixed 1:1 with the N-2.12 line stably expressing GFP at the beginning of hematopoietic differentiation and followed

for 12 days by flow cytometry (schematic shown in Figure S5F). The relative population size was calculated as the percentage of GFP� cells at each time point

relative to the population size at day 2. For lines differentiated more than once, the average value is shown.

(D) Cell viability measured by DAPI staining on day 14 of hematopoietic differentiation (extended data are shown in Figure S5E). Mean and SEM of different lines

are shown. For lines differentiated more than once (Figure S5E), the average value is shown.

See also Figure S5 and Table S3.
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Figure 4. Hematopoietic Cells Derived from MDS/AML-iPSCs Give Rise to Serially Transplantable Leukemia

(A) Scheme of transplantation experiments. Various iPSC lines were differentiated along the hematopoietic lineage for 8–16 days, as shown in Figure 2A and

intravenously injected into sub-lethally irradiated or busulfan-treated NSG mice.

(B) Representative flow cytometry panels assessing human cell engraftment in the bone marrow of recipient mice 8–11 weeks post-transplantation.

(C) Engraftment levels in the bone marrow of mice 8–11 weeks after transplantation with HPCs derived from different iPSC lines (normal: N-2.12; low-risk MDS:

MDS-1.12; high-risk MDS: MDS-2.13) or with human cord blood CD34+ cells (CB). Error bars show the mean and SEM.

Each data point represents a unique mouse from five independent transplantation experiments.

(D) Fraction of myeloid (CD33+) and lymphoid (CD19+) lineage cells within the hCD45+ population in the BM of mice transplanted with human cord blood CD34+

cells (CB) or MDS/AML-iPSC-derived hematopoietic cells (from lines AML-4.24 and AML-4.10) 8–11 weeks after transplantation. CB engraftment typically gives

(legend continued on next page)
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derived from the N-3.10 line, in which both GATA2 alleles

harbored inactivating frameshift indels, as well as a third clone

that retained the mutant T357N allele and harbored a deletion

of the zinc-finger 2 domain (where many of the mutations found

in patients cluster), predicted to abolish DNA binding (Figures

6G, S7A, and S7B) (Collin et al., 2015; Hahn et al., 2011). Since

theMDS clone in this patient also had loss of chr7q in the context

of a t(1;7) translocation (Figure 1), we alsomodeled in parallel the

contribution of the del(7q) lesion to the disease progression by

engineering hemizygous chr7q deletion into the preleukemic

N-3.10 line (Figures 6G and S7C). Phenotypic characterization

of the three independentGATA2-engineered clones and of three

independent del(7q) clones, compared to the patient-derived

parental preleukemic N-3.10 and MDS lines, revealed a modest

reduction in the CD45+ cell population concomitant with a reten-

tion of the CD90 marker in the GATA2-engineered clones, while

the del(7q) clones showed a dramatic decrease in CD45+ cells

and a much more prolonged expression of CD90 (Figures 6H

rise to predominantly CD19+ B lymphoid cells. In contrast, MDS/AML-iPSC-derived hematopoietic cells generate predominantly myeloid cells. Each data point

represents a unique mouse. Mean and SEM of different mice from three experiments are shown.

(E) Spleen weight in recipient mice 8–11 weeks post-transplantation with human cord blood CD34+ cells (CB) or MDS/AML-iPSC-derived hematopoietic cells, as

indicated. Each data point represents a unique mouse. Mean and SEM of different mice from three experiments are shown.

(F) Engraftment levels in the bone marrow, spleen, and peripheral blood of primary and secondary recipient mice transplanted with hematopoietic cells derived

from lines AML-4.24 and AML-4.10 (primary) or AML-4.10 (secondary). Each data point represents a unique mouse. Error bars show the mean and SEM.

(G) May-Giemsa-stained cytospin of bone marrow cells of a secondary recipient mouse transplanted with AML-4.10-derived hematopoietic cells. Scale

bar, 100 mm.

(H) Human CD45 detection by immunohistochemistry in the bone marrow of a secondary recipient mouse transplanted with AML-4.10-derived hematopoietic

cells. Scale bar, 50 mm.

(I) Schematic summary of phenotypic analyses shown in Figures 2, 3, and 4.

See also Table S3.

Figure 5. Gene Expression Analysis

(A) Principal-component analysis on regularized log transformed normalized read counts cluster samples by disease status.

(B) Hierarchical clustering of CD34+ HPCs derived from the different iPSC lines based on a total of 2,018 genes differentially expressed betweenMDS/AML versus

normal, high-risk MDS versus normal and low-risk MDS versus normal using scaled log normalized counts.

(C) Gene Ontology (GO) enrichment for genes differentially expressed between low-risk MDS versus normal, high-risk MDS versus low-risk MDS, and high-risk

MDS versus MDS/AML.

(D) Gene set enrichment analysis (GSEA) of high-risk MDS-iPSC-CD34+ cells compared to normal iPSC-CD34+ cells shows negative enrichment for down-

regulated genes in human high-risk MDS patients harboring a del7q.

(E) GSEA of MDS/AML-iPSC-CD34+ cells compared to normal iPSC-CD34+ cells shows negative enrichment for the human AML Valk cluster 10 patient gene set

(group with worse prognosis and chr7q abnormalities) (Valk et al., 2004).

See also Figure S6 and Table S4.
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Figure 6. Modeling Disease Stage Transitions

(A) Schematic of reversal of a high-risk MDS line to a stage phenotypically consistent with a preleukemic stage through spontaneous correction of a chr7q deletion.

(B) Fraction of CD45+/CD34� cells at day 14 of differentiation. Mean and SEM from independent differentiation experiments are shown.

(C) Fraction of CD34+/CD90+ cells at the indicated days of differentiation. Average of independent differentiation experiments is shown for each line (top). Fraction

of CD41a+/CD45� cells at the indicated days of differentiation (Bottom). Average of independent differentiation experiments are shown for each line.

(D) EB surface area at day 8 of hematopoietic differentiation. Mean and SEM from independent differentiation experiments are shown for each line. 10 EBs were

measured in each experiment and averaged for each data point.

(E) Cell viability measured by DAPI staining on day 14 of hematopoietic differentiation. Mean and SEM from independent differentiation experiments are shown for

each line.

(F) Methylcellulose assays on day 14 of hematopoietic differentiation. The number of colonies from 5,000 seeded cells is shown.

(G) Schematic of progression of a preleukemic line (N-3.10), harboring a heterozygous germlineGATA2mutation, to a stage corresponding phenotypically to low-

risk MDS through CRISPR/Cas9-mediated monoallelic or biallelic GATA2 inactivation and to a high-risk MDS stage through loss of a copy of chr7q.

(H) Fraction of CD45+/CD34� cells on day 14 of differentiation. Mean and SEM of three different GATA2-edited and three del7q-engineered clones with average

values from two independent differentiations per line are shown.

(I) Fraction of CD34+/CD90+ cells at the indicated days of differentiation (left). Average values of three differentGATA2-edited and three del7q-engineered clones

with values averaged from two independent differentiation experiments per line are shown. Fraction of CD41a+/CD45� cells at the indicated days of differentiation

(fight). Average values of three different GATA2-edited and three del7q-engineered clones with values averaged from two independent differentiation experi-

ments per line are shown.

(J) Schematic of successive progression of a normal line (N-2.12) to a preleukemic stage through CRISPR/Cas9-mediated ASXL1mutation and subsequently to a

high-risk MDS stage through engineering of del(7q).

(K) Fraction of CD45+/CD34� cells on day 14 of differentiation. Mean and SEM of two different ASXL1-edited clones, one ASXL1-edited and del7q-engineered

clone, and the parental line with average values from three independent differentiations per line are shown.

(L) Fraction of CD34+/CD90+ cells at the indicated days of differentiation. Average values of two different ASXL1-edited clones and one ASXL1-edited and del7q-

engineered clone with values averaged from three independent differentiation experiments per line are shown.

(M) Cell viability measured by DAPI staining on day 14 of hematopoietic differentiation. Mean and SEM of two different ASXL1-edited clones and one ASXL1-

edited and del7q-engineered clone with average values of three independent differentiations per line are shown.

(N)Methylcelluloseassaysonday14of hematopoietic differentiation. Shownare valuesaveraged from twoor three independentdifferentiationexperimentsper line.

See also Figure S7.
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Figure 7. Disease-Stage-Specific Drug Responses

(A) Schematic of experimental design to test the effects of 5-AzaC in differentiation.

(B) Methylcellulose assays at day 14 of hematopoietic differentiation in the presence or absence of 5-AzaC. The number of colonies from 5,000 seeded cells

is shown. Normal, average of H1 (two independent experiments) and N-2.12; preleukemic, N-3.10; low-risk MDS, average of MDS-1.2 and MDS-1.12 (four

independent experiments); high-risk MDS, MDS-3.4; MDS/AML, AML-4.10 and AML-4.24.

(legend continued on next page)
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and 6I). All clones showed a marked decrease of the CD41a+/

CD45� population (Figure 6I). These phenotypes reflect progres-

sion to low-risk MDS driven by GATA2 inactivation and to high-

risk MDS driven by the del(7q), suggesting that the del(7q) is a

marker of adverse prognosis in the clinic.

We then set to model disease progression along sequential

stages driven by the stepwise acquisition of genetic lesions

starting from a normal cell. To this end, we first introduced trun-

cating mutations in the ASXL1 gene and selected two clones

with monoallelic truncations (Figures 6J and S7D). ASXL1 C-ter-

minal truncation is an early event in myeloid malignancies and

one of the most common mutations in individuals with CHIP

(Link andWalter, 2016; Steensma et al., 2015). We subsequently,

in a second step, deleted one copy of chr7q in one of the ASXL1-

engineered clones (Figures 6J and S7E–S7G). This set of clones

recapitulated stepwise progression from normal to preleukemia

(ASXL1 mutation) to high-risk MDS (ASXL1 mutation + del7q),

assessed by CD45 and CD90 marker expression, cell viability,

and colony formation (Figures 6K–6N).

These results collectively show that our phenotypic roadmap

can be used to model disease stage transitions across the spec-

trum of myeloid malignancy driven by a variety of genetic lesions

and their combinations.

Modeling Disease-Stage-Specific Effects of
Therapeutic Interventions
5-Azacytidine (5-AzaC) is a hypomethylating agent that is used

as first-line therapy in MDS. 30%–50% of MDS patients show

some response, but there are currently limited biomarkers to

predict the responders (Bejar and Steensma, 2014). Further-

more, the mechanism by which 5-AzaC exerts its therapeutic ef-

fects is not clear. Potential mechanismsmay include induction of

differentiation or preferential inhibition of the growth of the MDS

clone. To first test for potential effects of 5-AzaC in inducing dif-

ferentiation, we cultured HPCs derived from the different iPSC

lines in methylcellulose in the presence or absence of 5-AzaC

(Figure 7A). Strikingly, treatment with 5-AzaC resulted in a

marked rescue of BFU-E and CFU-GEMM colonies in low-risk

MDS-iPSCs (Figures 7B, S7H, and S7I). In contrast, it had no ef-

fect in colony growth from normal iPSCs or any other iPSC line

from other disease stages. We then tested for selective effects

in the growth of the MDS clone using a competitive growth

assay. Intriguingly, 5-AzaC had an inhibitory effect in the growth

of high-risk MDS-iPSC-derived HPCs, but not of those derived

from other disease stage iPSCs or normal iPSCs (Figures 7C

and 7D). These results suggest that 5-AzaC may primarily affect

differentiation in earlier stages of the disease, whereas its main

therapeutic action later on might be mediated through selective

inhibition of theMDS clone. DNAmethylation analysis of low-risk

MDS-iPSC-derived HPCs (MDS-1.12 line) treated with 5-AzaC

for 3 days revealed striking genome-wide hypomethylation

following 5-AzaC treatment, which included gene promoters,

suggesting that hypomethylation may underlie the rescue of col-

ony formation in these cells (Figures 7E and S7J).

To further test for stage-specific drug responses, we treated

HPCs derived from twoMDS/AML lines from patient 4, capturing

a less and a more advanced disease stage, the AML-4.24 line

derived from the dominant clone, and the AML-4.10 line derived

from the KRAS mutated subclone (Figure 1) with rigosertib, a

small-molecule inhibitor of RAS signaling pathways that is

currently in clinical trials for high-risk MDS (Athuluri-Divakar

et al., 2016). As predicted, AML-4.10 HPCs showed marked

sensitivity to rigosertib, whereas AML-4.24 cells were marginally

affected (Figure 7F). These results collectively support the use of

our disease progression model in drug testing.

DISCUSSION

Here, we used an approach integrating cell reprogramming and

cancer genetics to establish iPSC lines representative of distinct

stages during the cellular transformation from normal cells to

AML through anMDS stage. Detailed genetic and clonal charac-

terization of the starting cell population and the derived iPSC

lines allowed us to make additional observations regarding the

degree to which the output of reprogramming is representative

of the clonal composition of the primary cells. Our results show

that the clonal representation of the original cells in the iPSCs

is skewed, often in favor of residual normal cells over cells

of the premalignant or malignant clone (Table S1). They also

show that it is reprogramming per se and not the in vitro stimu-

lation and expansion that accounts for this bias, which seems

to be conferred by some MDS- and AML-associated genetic le-

sions, but not others, while some genetic abnormalities seem to

be incompatible with reprogramming (Figures S1B–S1E). Among

the ones tested here, del(5q) and monosomy 7 could never be

captured in iPSCs, despite cells harboring them comprising

over 80% of the starting cell pool. It might be possible to over-

come this refractoriness by using alternative reprogramming fac-

tor cocktails, which we did not test here. A negative or positive

impact of specific cancer-associated gene mutations on the re-

programming ‘‘fitness’’ of the cells would not be surprising given

well-studied positive and negative effects, respectively, of TP53

inactivation and Fanconi anemia pathway mutations on reprog-

ramming (Papapetrou, 2016). Importantly, despite the skewed

clonal and subclonal representation, we were able to capture

normal and preleukemic cells, as well as malignant clones and

subclones, and thus compile a panel of lines carrying genomes

representative of different disease stages from normal to fully

(C) Schematic of growth competition assay to test the effects of 5-AzaC in cell proliferation relative to normal cells. The cells were mixed 1:1 with the N-2.12 line

stably expressing GFP at day 9 of hematopoietic differentiation in the presence or absence of 5-AzaC and followed for an additional 2 days by flow cytometry.

(D) The relative population size was calculated as the percentage of GFP- cells in the treated cells relative to the percentage of GFP� cells in the untreated cells at

each time point. iPSC lines from left to right: N-2.12, N-3.10, MDS-1.12, MDS-2.13, and AML-4.24.

(E) Volcano plot showing differences in DNA methylation in four HPC samples independently treated with 5-AzaC derived from the MDS-1.12 line in two inde-

pendent differentiation experiments compared to two untreated controls.

(F) HPCs derived from the AML-4.24 and the AML-4.10 iPSC lines treated with rigosertib. The relative population size was calculated as the number of treated

cells relative to the number of untreated cells at each time point. Mean and SEM from triplicate experiments are shown.

See also Figure S7.
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transformed states. Here, we applied this strategy to hemato-

logic malignancies, which are particularly amenable to the

development of a progressionmodel, because they are relatively

genetically simple cancers, and MDS is one of very few well-

recognized pre-neoplastic conditions in humans (Martincorena

and Campbell, 2015). Although the genetic complexity and low

reprogramming efficiency may impose challenges, it is conceiv-

able that similar models can be developed for a variety of other

cancers, including solid tumors (Kim et al., 2013; Kim and Zaret,

2015; Papapetrou, 2016).

The phenotypes we characterized in our model bear direct

relevance to disease phenotypes at the patient level. Morpho-

logic dysplastic changes are a hallmark and a diagnostic

criterion of MDS (Arber et al., 2016). Furthermore, our model

presented a pattern of graded severity from unilineage to

multilineage dysplasia, similar to what is often observed in the

clinic in low-risk versus high-risk MDS cases (Figures 3B and

S5B). The impaired differentiation and reduced clonogenicity

affecting erythroid and multilineage progenitors first is a very

likely correlate of the ineffective hematopoiesis and cytopenias

observed in MDS patients, which predominantly affect the

erythroid lineage, consistent with findings in primary MDS cells

cultured ex vivo (Flores-Figueroa et al., 1999; Sato et al.,

1998). The increased cell death is consistent with findings of

apoptotic markers in primary patient BM, which has led to the

proposition that apoptosis may be another pathophysiologic

mechanism accounting for the cytopenias (Kerbauy and Deeg,

2007). The growth and viability defects of MDS cells are abol-

ished upon transformation to full-blown AML, and this is also

recapitulated in our model. Our findings are also consistent

with previous reports of minimal perturbation of the HSPC

compartment in low-risk MDS but a more significant one in

higher-risk cases (Elias et al., 2014; Will et al., 2012; Woll et al.,

2014). Interestingly, loss of megakaryocyte progenitors is the

earliest event in our progression model, which is intriguing in

view of recent findings on the close relationship between mega-

karyocyte progenitors and HSCs (Notta et al., 2016; Sanjuan-Pla

et al., 2013; Woolthuis and Park, 2016).

Strikingly, hematopoietic cells derived from our MDS/AML-

iPSCs through in vitro differentiation were able to robustly trans-

plant a lethal leukemia when intravenously injected into immu-

nodeficient mice. This is the first demonstration that HSPCs

generated from hPSCs through in vitro differentiation possess

engraftment ability and is an intriguing finding given the general

inability of hematopoiesis derived from human pluripotent stem

cells (hPSCs) to engraft (Vo and Daley, 2015). Deeper investiga-

tion into the transcriptional programs and cellular processes

active in these MDS/AML-iPSC-derived hematopoietic cells

may inform ongoing efforts toward the generation of HSPCs

with long-term engraftment potential from pluripotent or other

cell sources (Vo and Daley, 2015). These cells can also provide

an attractive platform for deconstructing and reconstructing

clonal evolution in AML and for testing drugs in an in vivo setting.

More than a decade ago, it was proposed that myeloid trans-

formation requires two types of events, one that induces prolifer-

ation and one that blocks differentiation, referred to respectively

as class I and II mutations (Gilliland and Griffin, 2002; Gilliland

and Tallman, 2002). The former would typically involve classic

signaling pathways and the latter hematopoietic transcription

factors. It was also suggested that class II without class I muta-

tionsmight result inMDS.Whereas perturbations of proliferation,

differentiation, and other processes like self-renewal and cell

survival are likely involved in the development of MDS and

MDS/AML, it is now obvious that the picture is much more com-

plex and thismodel can aid future studies in understanding these

processes at a cellular and molecular level. However, several

limitations need to be noted. MDS is quite heterogeneous genet-

ically and phenotypically, and we only used iPSCs derived from

four patients for this study. Our findings that phenotypes of these

cells cluster with disease stage supports the well-established

observation and long-held idea that diverse genotypes converge

to few phenotypes at the cellular and organismal level in myeloid

malignancies and cancer more generally. Thus, whereas the

derivation of larger collections of MDS and AML iPSC lines in

the future can further refine the phenotypic roadmap we delin-

eate here, our findings can already provide a framework to aid

investigation into disease mechanisms, drug responses, and

the cellular and molecular events driving leukemia progression.

Our results align well with the newly emerging view of myeloid

malignancy as a spectrum of clinical syndromes encompassing

clonal hematopoiesis, MDS, and AML, reflecting disordered he-

matopoietic processes that can often progress from one to

another. However, it is clear that not every patient will necessarily

transition through each of these stages. For example, CHIP can

progress directly to AML without an MDS stage, whereas MDS

and AML can potentially also develop without an antecedent

CHIP phase. It is thus conceivable that different routes to

myeloid transformation exist and that our findings may not apply

to all.

Understanding the cellular events leading to disease stage

transitions can help an enhanced understanding of the process

of myeloid transformation and cellular transformation more

generally and guide drug development targeting specific disease

stages or preventing the progression from one stage to another.

We provided here proof of principle that transitions between

stages (progression or reversal) can be modeled in our system.

Our model offers new opportunities to study HSPC populations

in MDS and AML, which often cannot be easily obtained at suf-

ficient numbers from primary samples or propagated in patient-

derived xenograft models. It also offers the unique opportunity to

study diseasemechanisms in pure clonal cells devoid of the con-

founding cellular, genetic, and clonal heterogeneity of primary

patient specimens. Mutation of the second GATA2 allele upon

progression to MDS has been described in familial cases of

GATA2 mutation, but its role in disease progression has not

been studied before (Collin et al., 2015). Our results suggest

that further loss of function of GATA2 contributes to progression

(Figures 6G–6I). This is consistent with a fundamental role of

GATA2 in hematopoiesis from studies inmousemodels (de Pater

et al., 2013). Our findings, however, also suggest that additional

events are needed for progression to a more aggressive disease

(since GATA2 knockout [KO] induced rather mild phenotypic

changes; Figures 6H and 6I), which is consistent with the finding

of additional recurrent MDS-associated somatic lesions in the

MDS clone of this patient (Figure 1) and our results showing

more dramatic phenotypic changes driven by engineering a

del(7q) (Figures 6G–6I). While our results using 5-AzaC and rigo-

sertib treatment warrant further investigation, they demonstrate
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the usefulness of this model in testing therapeutic interventions

in principle.

Despite the well-established use of iPSCs in disease

modeling, their potential to model cancer has barely been

explored (Papapetrou, 2016). We show here that integrated pa-

tient cell reprogramming and cancer genetics is a powerful way

to dissect cancer progression, deconstruct clonal hierarchies,

and mimic clonal evolution leveraging CRISPR technology.
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